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Conference on Information Technology for Practice 2013

16th annual national conference with international participation

Welcome to the 16th IT for Practice conference held at Faculty of Economics VSB-
Technical University of Ostrava. This conference (currently with international participation)
has become a traditional meeting of IT experts coming both from the practice and
the academic spheres.

The conference is organized by Department of Applied Informatics of Faculty
of Economics VSB-TUO in cooperation with Czech Society for System Integration,
and EUNIS-CZ, in collaboration with Karel Engli§ Foundation.

The aim of organizers is to establish a platform for exchange of knowledge and opinion
in IT innovation and their exploitation in the usage and development of information systems.

According to current problems in this field, this year of the conference is focused
on the following topics:

e Competitiveness with IT support
e Process management and its IT support
e Information society and trends in IT education

Contributions regard these topics from different points of view. So we believe that
at least some of contributions will be interesting for you and it will be a good inspiration
for live discussion during the conference.

We wish you well-being in the solution of the problems in the turbulent world
of IT and to establish new professional contacts useful for the solution of your specific
problems.

On behalf of organizers,

Milena Tvrdikova, September 2013
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INFORMATION SYSTEMS IN ACQUIRING, STORING
AND ANALYSING CUSTOMER INFORMATION

Tomasz Bartu$, Kamila Bartu$
University of Economics in Katowice, tomasz.bartus@ue.katowice.pl,
kamila.barusz@ue.katowicw.pl

ABSTRACT

The main objective of this paper is to describe information systems used in the acquisition,
storage and analysis of information about customers. The selected definitions of CRM
(Customer Relationship Management) are quoted in the article. A system of CRM type
is characterised. Subsequently, there are singled out some functionality of selected systems
of customer relationship management. The research results may be useful for improving
the use of CRM systems.

KEYWORDS
Customer Relationship Management, customer data, Internet, business strategy, process

1 Introduction

The main objective of this paper is to describe information systems used in the
acquisition, storage and analysis of information about customers. The article shows
the multiplicity of CRM systems that can be used by businesses. The structure of the article
is as follows. Firstly, based on the review of literature, the system of customer relationship
management (CRM) is described. Further, the selected functionalities of miniCRM and
Impuls Evo are presented. Finally, the key advantages and disadvantages of these systems are
highlighted. The article provides valuable information on the opportunities offered
to businesses by the use of information systems in improving customer knowledge.
The results and impact of the research should be useful for all businesses that wish to use this
type of systems.

2 Characteristics of CRM system

Recognising the needs of customers, predicting their behaviour and potential,
developing a suitable offer in line with their expectations as well as creating a good
relationship are becoming a major challenge for a modern organization. CRM systems,
to a large extent, en-able the realization of those tasks, offering support to customers in their
relations with an organization. Individual business processes, operational procedures have
been reflected in the functionality of the various forms of CRM, their options, and data
structures.

In view of the important role a customer plays in the enterprise, the information system
of CRM type acts as an interface between an organization and its customers, contractors and
co-operators. Therefore, the CRM system must give the enterprise the opportunity to get to
know and to understand its customers. Analysing a wide range of CRM systems available on
the market, it is difficult to identify one universal way to carry the above tasks out.

In practice, there are distinguished three different kinds of CRM systems such as
(Shanmugasundaram, 2010; Wilde, 2011; Peppers & Rogers, 2011; Tuzhilin, 2012; Bartus,
2010; Bartus, Bartus, 2012): operational, analytical and cooperative. It is worth mentioning
that due to the rise in popularity of social media so-called Social CRM is growing rapidly, in
other words customer relationship management in the social media (Olszak, Bartus, 2013).
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Operational CRM, also called the front office CRM (Buttle, 2009; Wilde, 2011), works
in the collection of customer data (Minna and Aino, 2005). It supports business processes
across marketing, sales and servicing, including the following (Olszak, Bartus, 2013):

e marketing automation: market segmentation, campaign management and event-based
marketing;

e sales force automation: opportunity management, contact management, creating an
application, product configuration;

e service automation: contact and call centre operations, internet service.

Analytical CRM, called the back-office CRM, analyses customer data structure by
allowing businesses to explore the unknown information about them (Minna and Aino, 2005).
It enables enterprises to create advanced business analyses, forecasts (e.g. for market and
consumer behaviour) and to generate operational reports (e.g. marketing research, sales).
Those analyzes can provide the basis for further planning of future sales strategies, marketing
campaigns, identifying customer needs and behaviour as well as estimating the cost of
retaining existing and attracting new customers (Buttle, 2009; Wilde, 2011). Generally
analytical CRM uses such advanced tools as: data warehousing, data mining (including:
grouping and segmentation), marketing and campaign analysis. According to some authors
Analytical CRM is recognized as an important element in the successful implementation of
CRM in enterprises (Nykamp, 2001).

In turn, an important task of Cooperative CRM is to improve communication
of an enterprise with its customers, business partners and suppliers. The aim is to build long-
term cooperation. In order to communicate there are used the traditional channels
of communication following means: voice applications, telephone, SMS, traditional mail and
e-mail. Cooperative CRM is mainly used for direct communication with customers in the
following departments (Kracklauer, Mills & Seifert, 2004; Wilde, 2011): maintenance
service, sales and marketing.

Within the framework of CRM architecture some authors also indicate Strategic CRM
(Aurelie & Laid, 2008; Payne & Frow, 2005). This is due to the organization's business
strategy, which aims to strengthen relations with customers (Buttle, 2009). The relationships
between listed above types of CRM systems are shown in the figure below.

It can be concluded that CRM systems can play a role of (Olszak, Bartus, 2013):
e a central repository of customer information, common to all employees,

e a platform to communicate with clients, that is responsible for the transmission
of various information, documents, content to customers,

e Internet portal which allows customer service,

e an analytical center, that, on the basis of customers’ profiles, may offer products,
services the most appropriate to their needs.
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3 Characteristics of selected management systems of customer

relationships

The market for IT solutions supporting customer relationship management is very wide.
CRM systems are offered by such providers as:

e Microsoft 9crm.dynamics.com/pl-pl/home.),

e Oracle (www.oracle.com/us/products/applications/crmondemand/index.html.),

e SAP (www.sap.com/poland/solutions/business-suite/crm/index.epx.).

On the Polish market, one of the most important providers of this type of systems are:
BPSC — Impuls Evo (www.bpsc.com.pl.), Teta — CRM (www.unit4teta.pl.), miniCRM
(minicrm.pl.). These are systems where the availability of advanced functionality is very
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wide. Usually the options are grouped into modules, from which the user can run a variety of
forms to advance the selection processes related to customer service. The offer of local
providers seems interesting, inasmuch as they can supply (or adjust) the functionality
of a system at a level that is expected by a Polish local client (a potential user of CRM
system). Also CRM systems provided on the principles of Open Source licensing are
noteworthy. For example SugarCRM (www.sugarcrm.com.), vTiger (www.vtiger.com.)
systems are still the most popular among this type of solutions available on the market.

3.1 Characteristics of miniCRM system

Minicrm.pl system (www.minicrm.pl.) has been created specifically to address the
needs of small organizations that start an economic activity. It’s important feature is that it is
fully accessible via a web browser. This system supports only two processes related to sales,
which are Tasks and Dealings. In addition to typical features associated with customers,
which is the Contacts file that is used to efficiently manage business contacts, the system also
has options for the planning of sales activities (1), Tasks file (Fig. 2), (2) Dealings file (Fig. 3)
and (3) History of Operations module. As a result, it allows for monitoring activities of
specific customers and the effective management of marketing campaigns. It is designed to
work on many computer or mobile stations (there is required a device with Internet access,
such as smartphone, tablet, netbook, notebook or desk-top PC), on which an Internet browser
is installed.

¥ .2 miniCRM

Zadania

Figure 2. Sample screen displaying Task module

¥ .2 miniCRM

Historia dziatan [ oocaitme [l oossizasanie [l oocajieres |

L U R

7

Figure 3. Sample screen displaying History of Operations module along with their implementation status

The main functionalities of the miniCRM system include:



e recording new: contacts of a company or a person type and assigning them appropriate
keywords (tags),

e recording tasks (e.g. meetings, phone calls, e-mails) and dealings (attaining business
objectives),

¢ history of operations, which allows for monitoring the status and duration of the action
taken by individual users of s system by means of a so-called Timeline,

e managing system settings, including: user management systems, including logging
into the system using a unique username and password, and registration of new users
of the system,

e exports from and imports to a known text or Excel file (csv, xIs) and online tools (e.g.
Google apps),

e generating reports and Wiki (paid version only).
Among the advantages of the miniCRM system the following should be indicated:

e the possibility to work simultaneously with a number of users, and to work out of the
office through the use of web architecture,

e the possibility of using a free version of this programme in organization’s operations,
which is functionally limited version of the full programme,

e the possibility to export data to a spreadsheet format, making it possible to use data
more extensively (e.g. a mail merge can be prepared in a word processor on the basis
of ex-ported data, a further data analysis).

The disadvantages of the miniCRM system are the following:

¢ significantly limited functionality (only three CRM functionalities: Contact, Task and
Dealings),

e lack of modules connected with sales support, after-sales service and production,

e in the free version, a lack of possibility to perform analysis and reporting in a graphical
form (possible in the paid version).

3.2 Characteristics of CRM module of Impuls Evo system

The CRM module designed by BPSC Company is an integrated package of ERP sys-
tem, namely the system of Impuls Evo (www.bpsc.com.pl.). The CRM module, like the whole
Impuls Evo system runs on Oracle database servers. According to the concept of CRM
strategy, the most important element of CRM module is a database of customers. For each of
them is formed so-called Customer Card, which is used to collect the most important
information about his/her status (e.g. customer, prospect), contact details, size of turnover and
contact persons. Through the CRM module the customer data archiving process begins before
the customer's physical contact with the organization, since employees can enter data on
a potential customer into the system, then he/she receives the status of a prospect. In addition
to the template information recorded by the CRM functionalities, individual users of the
system have the ability to define custom data item category. This applies in the case
of customer service requiring a specific offer and service. The customer file in the process
of formation is also used by the employees of the Sales Department. The CRM module
through the integration with Impuls Evo can benefit from all the data stored in it (e.g. the



status of payments, the balance of the consumer's debt to the debt of all customers, the
turnover volume with the customer’s company and the profit margin and income reached
thanks to this commercial relationship).

so-called Top 1000, namely creating a ranking of 100/1000 customers, thanks
to whom the organization derives the highest profits,

identifying the group generating 80 percent of revenues yielded from the sales in a
given period of time,

identifying customers in the group, whose an identifier may be: a demographic
or financial feature (e.g. turnover by a certain amount),

automatically creating a customer list built on the basis of certain criteria.
Among many capabilities of the CRM module, a useful feature is the possibility to de-

fine reports from data stored in the system independently. The user autonomously constructs
screen report based on the definition of the system and the headers. Next, the report can be
printed or exported to a file (e.g. in xIs format). In case the report is used periodically or
cyclically, it may be stored in the system. Storing data on the customer is not only the very
data supplemented by appropriate forms. In the system, there is a mechanism for saving
attachments, which can be external files (e.g. data from marketing campaigns, reports,
materials sent to customers) and the Internet addresses of customers.
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Figure 4. Sample screen showing the main menu of the system - CRM menu

The strengths of the CRM module of the Impuls Evo system include:
possibility of mapping of all CRM processes in the Impuls system,

the possibility to export data to a spreadsheet format, making it possible to use of data
more extensively (e.g. a mail merge can be prepared in a word processor on the basis
of exported data, a further data analysis),

a built-in customer email, thanks to which without email data export to another
programme, the organization may carry out mailing campaign.

The disadvantages of the Impuls Evo system include the following:
considerable complexity of the CRM module functions and of the system itself,
necessity to have the installation of the system on a high-performance server,

purchase of an expensive license.



4  Summary

Practice shows that the use of CRM system offers many advantages to organizations.
They can both relate to organizations themselves as well as their customers. A synthetic scale
of the benefits of CRM systems is shown in the figure below.

Expected CRM Benefits

Improve loyalty /
reduce churn

Gain competitive
advantage

Increase sales
revenue

Increase customer
segment profitability

Improve intemnal
productivity - l

Enhance executive
decision making
Decrease costs and
expenses

o 20 0 60 80 100 120 140 160 180 200

[@#1 Benefit @#2Benefit m#3 Benefit]

Figure 5. Expected benefits of the CRM implementation.
Source: Thompson B, 2013.

In conclusion, the use of information systems in an organization is forced by the shift
from a product orientation towards a customer focus. Thus, the identification of customer
needs, forecasting their behaviour, building offer in accordance with customer needs and
creating a relationship between an organization and its customers are becoming a challenge
for today's organizations.

The possibilities offered by modern CRM systems stay in line with the needs
of organisations. They integrate a wide range of solutions that include leading marketing
campaigns, meeting customer as an individual and a group of given characteristics and
behaviour, the manner of utilizing the offer of an organization. In this way, an organization is
able to determine the preferences and needs of potential customers which can directly
encourage customers to purchase new products (e.g. through cross- and extended selling),
to develop a new offer in line with customer needs, to improve the results of marketing
campaigns.
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INFORMATION SYSTEM FOR SUPPORTING
OF FORMATION AND EVALUATION COMPETENCES
OF BANK STAFF

Vyacheslav Chaplyha
Lviv Institute of Banking the University of Banking of the NBU, 4vyach@gmail.com

ABSTRACT

In our paper firstly we will shortly describe four text mining approaches to sentiment
analysis. In the next part of the work we will present stages of chosen methods of sentiment
analysis. Inthis part we will touch such topics as texts characterization, tokenization,
stemming and classification of opinions. Third part of the work is devoted to the research and
its results concerning sentiment analysis of textual data collected from the Internet. We will
sum up with some conclusions and further research plans.

KEYWORDS

Supporting Information System, cloud computing, bank, geographically distributed branches,
staff, competences, formation, evaluation

1 Introduction

Changes in the external and internal environment of banks increased competition
between banks, characterized by the expansion of the range of banking products and services
through the introduction of modern information technology, complexity and improve the
quality of banking operations, increase their volume requires the bank staff professionalism,
continuous formation and development current core competencies in accordance with the
requirements of profile of the position and of career planning.

Profile of professional competencies that meets the criteria set out requirements for
regular office bank employee, contains not only the requirement to educational qualification
but the experience and specialized knowledge, skills and abilities required to effectively
perform their duties. Available in the prevailing bank employee competencies and assessment
of their compliance profile of professional competencies established posts is a tool to use in
different areas of personnel management, including the planning of staff, staff recruitment,
training, training and evaluation, career planning and more. Profiles of competence is the
basis for professional development, identifying personal training needs, improve training
programs and approaches to the education system as a whole.

Education, training and retraining of employees of banks is based on a combination of
formal, non-formal and informal forms of education according to the National Qualifications
Framework []. In this case, the best results are obtained with the cooperation of banks
specialized educational institutions, the leading of which in Ukraine is a University of
Banking of the National Bank of Ukraine (UB NBU).

Example of such cooperation is the Educational-Industrial Complex
"Zahidbankosvita" (EIC), which consists of universities and banks in Western Ukraine.
University, like most banks, which are included in the EIC has a geographically distributed
infrastructure. And the problem of building a system of on-line electronic support of
development and evaluation of core competencies in students in the educational network of
the University and in the Bank's employees in a corporate network staff development are the
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same. The solution of these problems, in our opinion, is the wide use of modern information
and communication technologies and electronic content.

2 Informational and educational technology in professional development
of staff bank

Information and information technology used for its collection, high-speed
transmission, processing and storage become a global factor that dramatically affects all
human activities and continuing education in particular. Global network the Internet with its
databases and knowledge, technology of "cloud computing", social servicies Web 2.0 and
Web 3.0 gives users almost unlimited access to any information from a variety of sources,
including special expertise, the results of original research, specific practical
recommendations for action in different situations, and more.

Modern information technology also affects the collective modes of communication,
thinking and action. Users have the opportunity to participate in the process of creating and
using resources, creation of new services, the definition of resource development strategy
as a whole, using computer networks and mobile networks. Prospects for network
communications, the Internet and, in particular, corporate networks are associated with
mobility. In 2012, the year of mobile users exceeded 1 billion, and in 2015, the projected
increase of 2 times.

Thus there is avalanche, exponential growth of information, which can create the
illusion to the user that in the World Wide Web you can find answers to any questions
of theoretical or practical nature and should only properly orient. Therefore, in terms
of information and communication revolution is the need that professionals are directed,
oriented and evaluated of the use of bank employees increasing volume and opportunities
for free access to information.

Solving tasks in a corporate system of bank staff development and in a educational
activities of the geographically distributed University which is focused on entry into the
global information and education environment and on innovation development, in our view,
may contribute to the use of "cloud computing" technologies, which are increasingly used
in education [1 -5].

They allow geographically separated structural units and individual users of various
forms of learning to use modern and constantly updated corporate and global computer
infrastructure, software, on-line electronic educational resources and services. For structural
units this reduces cost on the local information infrastructure through: more efficient use
of computing resources and electronic content are concentrated in the "cloud", reducing the
cost of licensed software, reducing of the requirements for the qualification of IT departments
and reducing the number of staff.

The "Cloud computing”" also make it possible to do reengineering of management
network structure of corporate services of development of bank staff, increasing the efficiency
and adequacy of the decision-making process through access to real-time to a relevant
information and tools for its storage, processing, continuous monitoring of deviations from
targets, modeling and forecasting effects of corrective actions.

In turn, for the use of "cloud" technologies and social servicies needs rethinking
concepts of training and development bank staff. They must be adequate to current
capabilities of information and communication technologies which are becoming an integral
part of the whole learning process, significantly boosting its performance. When you create
and use information and pedagogical technologies in network support systems of all

11



electronic components lifelong learning (formal, non-formal and informal forms) needs to use
competency's approach and to take into account the psychological and pedagogical features
of perception and communication of today's youth which were are formed by the Internet
and mobile communications. This trend are characterized by that youth needs to be
constantly present in the Internet, of the reduction in communication volume text data, of shift
to viewing photos, of reduction of time watching video content.

3  “Cloud” technology in the integrated system of personnel training
and development bank

Members of the EIC Zahidbankosvita have been using some features "cloud"
technologies based on the corporates data centers (CDC) and based on the corporate's
networks and also they use integration of information and communication resources and
interactive electronic content.

Usually there are the following basic classes of "cloud" services: [aaS (Infrastructure
as a Service), PaaS (Platform as a Service), SaaS (Software as a Service). However, when
trying to incorporate elements of "cloud" cognitive resources to the system of development
bank staff may face problems related to the need to build a universal model of "cloud"
resource containing actual knowledge that uniquely interpreted and oriented on technological
use and on integration in external computer systems. It should draw attention to the proposed
in [3] the concept of service Kaas -"Knowledge as a Service", "cloud" service, which is based
on the distributed expert knowledge and has "actual knowledge that uniquely interpreted and

provide decision support ", and provides technological tools for their use.

In this case, the standard architecture of corporate "cloud" contain reliable and
survivable software and hardware core data centers, web server resource management of
"cloud" and of access to its services based on http-protocol using web technologies, software
of virtualization environment and managing virtual resources "cloud", as well as protocols
and technology user access to a "cloud" services . The main classes of "cloud" services may
be arranged in a hierarchy (stack) services «laaS-PaaS-SaaS-KaaS», in which each higher
level uses the resources of the lower level (Fig. 1).

Unlike IaaS and SaaS services, software of levels of SaaS and Kaas are much more
diverse and a large number of independent producers creates them, respectively should be
possible to create a special interface of "cloud" software (cloud-API), which will allow for the
development of many SaaS-and KaaS-applications and their tolerance for different
implementations of the "cloud". [4]

Department of Economic Cybernetics of the Lviv Institute of banking UB NBU
focuses on the development and application of on-line electronic educational resources and
services for the "cloud" services. Based on a systematic approach to the integration of new
educational, informational and computer and communication technologies have been
designed information and educational technology, based on the competency approach.
Department developed a standard, management and presentation of educational content for
the "cloud" services, and developed a electronic support and diagnostics of professional
competencies in the system of continuous education in economics.

At development of teaching complex the Department is focuses on specific didactic
principles of electronic teaching, namely modular informative, interactive collaboration,
interactivity and practice-oriented technologies formation of professional competence.
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Fig. 1. The standard architecture of a corporate *'cloud"

Particular attention is paid to the formation and development of the skills of reflection,
self-examination, self-monitoring and self-evaluation and a procedures of self-evaluation are
included in the evaluation of the level of competence.

Network system of electronic support of elements innovative educational technologies
for formation professional competencies consists of interactive subsystems, including:

e Electronic multi-language Dictionary for support development and assessment
of professional competence in conceptual and categorical fields of terms with using
legislation of Ukraine, original methods of testing knowledge of the timing and the
correct spelling of their names, methods of grouping of terms which related by the
relevant content in regulations of the European Union (EU) or in one category of users

(fig. 2).

e Training and e-reference subsystem support a legal (from the Ukraine and the EU) and
professional competencies that are based on international and industry standards;

e Situational and analytical subsystems forming of competencies modeling and
decision-making with using modern intelligent information analysis
technologies and fuzzy neural networks, software and hardware processing,
display and data protection;

e Subsystems of self-training and self-test using 6 types of tests on subjects and
disciplines that supports the formation skills of reflection, self-awareness, self-
control and self-esteem for the students and staff of banks;

e Educational and training subsystems development and evaluation of specialized
professional nomnereniuc which based on ERP, Bl and automated banking systems of
a company SAP, PARUS, 1C, PROGNOZ, CS, CIS, UNITY-BARS, as well as
laboratories CISCO and Searchinform Information Security Perimeter, which provide
a students with practical skills;

e Subsystems of expert evaluation level of formation of a social and personal skills;

e Subsystems expert assessment of the quality of the teaching staff.
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Fig. 2. Electronic multi-language Dictionary with using legislation of Ukraine and UE

All subsystems can accumulate over time data on the learning process and its results
and make them intelligent processing system in order to build personalized dynamic model of
students' competences, comparing it with the model of the qualification requirements of the
post, which is prepared or which occupied by a customer and design on this basis individual
plan for further learning opportunities using "cloud" technology distance learning.

4 Conclusions

The main practical advantage of the use of "cloud" technologies in e-Support of Staff
Bank Development are: reduction requirements for technical equipment and training of users,
optimizing the use of expensive high-performance hardware and software, simplify
management process of license and their updates, standardization of operations within the
quality management standards ISO 9001-2009.

Integration electronic educational resources UB NBU into corporate "cloud" services
staff development bank of can significantly improve the quality and efficiency of electronic
support development and evaluation of employees' professional competencies.

REFERENCES

bukos B.}O. Texnomnorii xMapaux obuncnensb, IKT-ayrcopcunr ta HoBi dynkmii IKT-
HiApO3/11iB HABYAJIBHUX 3aKJIa/liB 1 HaykoBUX ycTraHoB / B.}O.bukos // ITndopmarniiini
TexHouorii B ocBiTi. — 2011. — Ne 10. - C. 8 — 23.

NpannukoB B.I1. O6naynbie BEIUMCICHHS B 00pa30BaHUU, HaAyKe U ToccekTope. [lnenapHbie
JOKJTAJTBI TIATON MEXKIyHAPOTHOU KOH(DEPECHIINH «TTapajlIeIbHbIC BEIYUCIICHHS U 33]Ja9H
ynpasineHus». Mocksa. PACO 2010. — C. 75-81.

Buccus, X. HTeNeKTyanu3anus NpuHATHS PEIICHUA Ha OCHOBE TPEIMETHBIX KOJUIEKITHH /
X. Buccus, B.B. Kpacnonpomnn, A.H. BansBaues // Becthuk BI'Y. - 2011. - Cep. 1, Ne 3. -
C. 84-90.

Abnawmeiiko C.B., Boporauukwuii FO.1., JIucronan H.U. [lepcriekTuBbI MpUMEHEHHS
«00IIaYHBIX» TEXHOJIOTH B cUCTEMe 00pa3oBaHus pecryonuku benapyce. UetBepras
MexnyHapoaHas HayuHas KoHpepeHus «CynepkoMIbIOTEpHbIE CUCTEMBI H UX
npumenenue» (SSA’2012), 23-25 oktadpst 2012 rona, MuHnck : moknansl. — Munck : OUITN
HAH benapycu, 2012. — C. 29-36.

14



Dawson, C. The cloud finally comes to education. [ Enektponnuii pecypc]. - Dec. 27, 2008. -
Pexxum noctyny: http://education.zdnet.com/?p=1883&LF;&LF.

[umkina M. I1. [TepcrieKTUBHI TEXHOJIOT1] PO3BUTKY CUCTEM €JIEKTPOHHOTO HaBUaHHs / M.
I1. lumkina /. Indopmarniitai Texnosnorii B ocBiTi. — 2011. — Ne 10. — C. 132-139.

15


http://education.zdnet.com/?p=1883&LF;&LF

IMPROVING COMPETITIVENESS OF POWER SECTOR
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ABSTRACT

Article describes the theoretical validility and applicability of the artificial neural networks
use in supporting management decisions. In empirical part of the article will be presented
neural network based predictors on example of selected european energy exchange.
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1 Introduction

Functioning of modern civilization depends on broad access to electricity. In the
international environment, there are new phenomena that have a significant impact both on
methods of forming an economic development strategy, as well as the operation of the
respective companies. Accelerating globalization of markets, deregulation and liberalization
of the trade process, decentralization of management sector structures leads to increased
market competition, which is extremely important to the quality of services and product
prices. Functioning and competitive position of the national economy is determined to a large
extent by energy availability and price, which translates directly to national security and
public order.

In light of these facts electricity sector should be considered as a sector of strategic
importance. These conditions clearly indicate that managing power company needs tools such
as forecasting for decision optimization. In such applications, various techniques of artificial
intelligence including neural networks are increasingly being used.

The European Union is creating currently the world's largest competitive electricity
market. On this market, energy exchange stocks are playing an increasingly important role.
The share of the stock market in some countries reaches 75 % in the total volume of energy
sold. With the stock market benefits not only manufacturers and distributors, as well as
distribution companies and wholesale customers. With the more and wider participation of
various actors electricity exchange sector is constantly developing and strengthening its
position ensuring a market price level, competitiveness and security in the industry. The
development of European energy exchanges has now reached the status of regional
integration, which means to extend the exchanges administrative area on several countries.
This trend is part of the currently in force, a European strategy for the development of the
electricity sector, in order to create a single pan-European system. In the electricity sector it is
therefore becoming increasingly important well-established methodology by which it is
possible to precisely predict the price of energy.

2 Forecasting as a factor increasing the competitiveness of the energy
company
After the process of forecasting and obtaining estimates of the projected variable raises
the legitimate question of how the obtained forecast value use in practical applications. In

today's socio-economic conditions making fast and accurate decisions primarily is necessary
to maintain the company's competitiveness [Sobieska-Karpinska, Hernes, 2010]. Predicted
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value then becomes the basis for reduction of risks related to undertaken decision. The
forecasting results are used on the capital markets in order to maximize their income, and as
the values allowing to manage investment risk [Piontek, 2003]. The situation is similar in the
case of a competitive electricity market. The usability of an assessment result is determined in
this case by the time range of prediction. Systematization of the forecasts in terms of the time
horizon include:

e short-term forecasts (hourly or daily ),

e medium-term forecasts ( weekly or monthly),
e long-term forecasts (annual and several years).

Short-term forecasts are closely related to the spot market. Technical impossibility of
storing electricity results in a very high degree of price volatility. As a result, the demand for
the most accurate forecast of future price levels occur in both entities belonging to the supply
side and the demand side [Bigdeli, Afshar 2009], [Conejo, Contreras et al. 2005], [Catalao,
Pousinho et. al. 2011], [Serinaldi,2011]. On the supply side, they allow to plan the optimal
level of energy production and to maximize the profit from the sale of energy [Alvarez-
Ramirez, Escerela-Perez et. al. 2009]. On the demand side, they are instrumental in
optimizing decisions on funding for the purchase of energy. Short-term forecasts can also be
used by the operators of the electricity transmission system to detect speculative behavior,
leading to volatility in energy prices[Li, Lawarree et al., 2010]. The importance of short-term
forecasting is on the most competitive markets, a large share of the sector in the current
electricity stock market turnover [Lorek, 2012]. A distinctive feature here is fundamental
importance the most accurate prediction of the future price level. It is the difference in
relation to markets with low levels of liberalization, on which the most important information
is the future energy demand [Catalao, Mariano et. al. 2007]. On liberalized markets a large
number of actors are present from the realm of both production and consumption. The
electricity demand level and thus also the price of electricity may in this case be subject to
dynamic changes. The accuracy of short-term forecasts in this case is a key factor in reducing
the risk of overestimation or underestimation of future energy prices. This is reflected by the
fact that the most valuable information for the entities belonging to the demand side is to
foresee a dramatic increase in the electricity price as accurate as possible. Stakeholders from
the supply side are most interested in predicting decreasing price changes [Mielczarski,
Michalik-Mielczarska, 2001]. It should be noted, that the forecasting of prices on the
liberalized market is a much more complex task of forecasting the demand for the regulated
market [Angelus, 2001]. Because of this fact there have been attempts to make predictions
using a variety of known methods of forecasting. Among the methods commonly used
following can be distinguished [Aggarwal, Sini et. al., 2009]: game theory, simulation
approach, statistical models, and models based on neural networks.

Medium-term forecasts results are used in the negotiation of bilateral contracts. They
allow for more precise and profitable determining of the volume of contracted energy, and the
price level [Conejo, Contreras et. al. 2005].

In the case of long-term projections, the basic meaning is associated with the planning
of investments such as the development and maintenance of transmission networks, expansion
of generation- fuel facilities, and to determine the scope of international cooperation
[Piotrowski,Parol et.al.,2000]. Long-term forecasts are often linked with the expected
economic development [Granger, Jeon 2007]. In addition to the forecast accuracy an
important factor is proper assessment of the impact of macroeconomic conditions on the
operation of the entities in the power sector. Particular attention should be given to the

17



opportunities of developing alternative energy sources and the development of technologies
that are energy efficient.

3 Results of calculations for Nord Pool exchange

As an empirical example, day-ahead forecast for the Nord Pool exchange was
conducted. Daily trading price from the period 1.01.2007-30.06.2011 were studied.
Forecasting models have been developed based on four types of architectures of neural
networks: multilayer perceptron (MLP), a network of radial basis functions (RBF),
generalized regression network (GRNN), and a support vector machine network (SVM). As a
quality indicator of forecasting results the Mean Squared Error (MSE) was chosen.

Results of analysis for MLP networks are shown in Figure 1.

number of input neurons 0 o0

number of hidden neurons

Figure 1 Error surface for MLP network

The increase in the number of neurons in the hidden layer above a certain threshold (in
this case 30) does not contribute to improving the quality of forecasts, with even leading to
their deterioration.

Area error testing for GRNN network is shown in Figure 2.
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Figure 2 Error surface for GRNN network

For models based on GRNN networks characteristic phenomenon is the existence of a
minimum of the error function for the parameter ¢ = 0,2. Another striking feature is the
increase in forecast error with the number of input neurons. In this case, the larger order of the
model does not imply improving the quality of forecasts.

Figure 3 shows the surface of the error function for RBF network testing.

¥ 10

MSE

10 ,
number of hidden neurons . number of input neurons

Figure 3 Error surface for RBF network
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Distinctive features include the presence of many local minima. The best projection
quality in that case exhibits models with 5 input neurons. The graph also shows the effect of
decreasing the error with increasing the number of hidden neurons and the lack of
improvement in the quality of predictions when using higher-order models. It should also be
mentioned that at large number of hidden neurons RBF network learning algorithm may be
divergent, making it impossible to train a network with a given structure

The relationship between size of the input vector and the MSE test error for SVM
network is shown on the Figure 4.
3
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12 T T T T T T T T T
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MSE
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size of the input vector

5 1 1 1 1

Figure 4 Plot of test error for SVM network

The characteristic feature is the occurence of a global minimum on the number of
inputs equal to 7. Enlarging the number of inputs over this limit does not lead to the
improvement of the quality of forecasts.

The errors obtained on the test sets with a particular models is shown on the Table 1.
The best prediction error obtained prediction model based on the MLP network.

Table 1 The results of the best forecasting models

Network type MSE

MLP 0,0032
RBF 0,0035
GRNN 0,0035
SVM 0,0049

The comparison between actual values and forecast results for MPL network is shown
on the Figure 5.
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Figure 5 Actual price volatility versus predicted

The presented waveforms are evidence of a good model adaptability to changing
amplitude of price fluctuations. An interesting feature is the inability to predict the strong,
negative changes in prices. The growth changes are mostly predicted, but sometimes their
amplitude is underestimated.

Multi Layer Perceptron network gained the smallest prediction error among all the
studied types of networks. The forecast error of MLP network does not place this type in
dominant position. The resulting advantage over other models is rather neglible.

5 Conclusions

The performed experiments lead to following conlusions:
1 Neural networks can be as a forecasting tools on energy exchanges.

2  The most suitable prediction model for Nord Pool exchange is MLP network due to
the smallest prediction error

Test errors of different types of neural networks differ slightly.
Strong, negative price changes are generally not predictable.

Performed numerical experiments confirmed the ability of different types of neural
networks to forecast voaltility of electricity prices on Nord Pool exchange. Thus, it has been
proven that neural networks can be regarded as an instrument to improve the competitiveness
of companies in the power sector. It is important, that use of mentioned methods is not related
with high level of capital expedintures. This important feature tends to use artificial
intelligence methods to enhance the competitive potential of enterprises.
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MODELLING AND FORECASTING OF EUR/USD
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ABSTRACT

We examine the ARIMA-ARCH type models for the forecasting of the EUR/USD exchange
rate time series and make comparisons with the class of RBF neural network models. We
found that it is possible to achieve significant risk reduction in managerial decision-making
by applying intelligent forecasting models based on the latest information technologies. We
show that statistical GARCH-class models can identify the presence of the leverage effect and
to react to the good and bad news. In a comparative study is shown, that both presented
modeling approaches are able to model and predict high frequency data with reasonable
accuracy, but the neural network approach is more effective. We discuss certain management
aspects of developing a good forecasting system mainly the ability to achieve optimal
performance in the face of uncertainty. We also show how the proposed information
technology contributes for the people who will make and at the some time use the forecast in
financial institutions, companies, medium and small enterprises.

KEYWORDS

Time series, classes ARCH-GARCH models, volatility, forecasting, neural networks, cloud
concept, forecast accuracy.

1 Introduction

In economics and in particular in the field of financial markets, forecasting is very
important because forecasting is an essential instrument to operate day by day in the
economic environment. In companies, medium and small enterprises, selecting an appropriate
forecasting algorithms or methods is important in terms of forecast accuracy and efficiency.
Therefore, it is important to search available information technologies to get optimum
forecasting models.

Most statistical/econometric models assume linear relationship among variables in
which the random errors are generally to be independent random variables with normal
distribution and constant variance over the sample period. These limitations are reasons for
the poor forecasting performance of these models. Every body is aware of the poverty of this
approach. Nonlinearity seems to be a feature of economic phenomena that cannot be given up
easily. In particular, in the monetary and financial markets, public announcements, monetary
or financial decision and other political and economic events can create discontinuities and
nonlinearities. A relatively new class of statistical models called ARCH (AutoRegressive
Conditional Heteroscedastic) were introduced where the variance does depend on the past.
Following fruitful applications of information and communication technologies (ICT) to
predict financial data this work goes ahead by using ICT for modeling any non-linearities
within the estimated variables. Besides regression or ARIMA (AutoRegressive Integrated
Moving Average) models with disturbances following an ARCH type process the most
popular applications for predicting financial data are neural networks and models based on
machine learning.

In this paper, two novel forecasting models are proposed for EUR/USD exchange rate
prediction. The first based on latest statistical methods makes use of ARIMA/GARCH-class

23



models, and another is the neural network based on the radial basic activation function that
makes uses both supervised learning methods and un-supervised learning methods. Then, we
discuss certain management aspects of proposed forecasting models such as capabilities and
interests of the people who will make and use the forecast. in their decision processes.

The paper is organized in following manner. Section 2 deals with the methodology of
ARCH/GARCH-family models and with neural networks considered for this paper. Data and
methodology illustration on the developing forecasting models is presented in Section 3. The
results of empirical analysis of both approaches are discussed in Section 4 Section 5 briefly
concludes.

2 Theoretical Background

Traditional statistical/econometric models assume a constant one-period forecast
variance. But, the financial time series features various forms of nonlinear dynamics, the
crucial one being the strong dependence of the instantaneous variability of the series on its
own past (Gouriéroux, 1997). To predict the financial time series data a regression model is
used with disturbances following an ARCH type process.

2.1  Theoretical Background

Time series models have been initially introduced either for descriptive purposes like
prediction or for dynamic control. In this paper we will use linear time series models so-called
ARIMA which are very easy implement well-established methods for time series prediction.
They combine autoregressive (AR), and moving average (MA) part. AR is a linear
combination of previous values, 'I' is an operator for differencing a time series and MA is a
linear combination of previous errors. An ARMA(p, q) model of orders p and q is defined by

yt = ¢1yt—1 + ¢2 yt—z +o.+ ¢p yt—p + ‘91 + 91‘91—1 + 9251—2 +...+ qut—q (1)

where {¢} and {6} are the parameters of the autoregressive and moving average parts
respectively, and ¢ is white noise with mean zero and variance o°. We assume ¢, is

normally distributed, that is, & ~ N(0,5°). ARIMA(p, d, q) then represents the dth difference

of the original series as a process containing p autoregressive and g moving average
parameters. The method of building an appropriate time series forecast model is an iterative
procedure that consists of the implementation of several steps. The main four steps are:
identification, estimation, diagnostic checking, and forecasting. For details see Box and
Jenkins (1976).

2.2 Asymmetric ARCH time series models

Among the field of applications where the standard ARIMA fit is poor are financial
and monetary problems. Exchange rates, stock market returns and other macroeconomic
variables of generally high frequency are likely to originate from low complexity chaos.
Detection of nonlinear hidden pattern in such time series provides important information
about their behavior and improves the forecasting ability over short time. In this context,
ARCH (Autoregressive Conditionally Heteroscedastic) models introduced by Engle (1982)
arose as an appropriate framework for studying these problems

The basic GARCH model can be extended to allow for leverage effects. This is
performed by treating the basic GARCH model as a special case of the power GARCH
(PGARCH) model proposed by Ding, Granger and Engle (1993)
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where d is a positive exponent, and y; denotes the coefficient of leverage effects (Zivot and

Wang, 2005).

Commonly used asymmetric volatility models are the ARCH type models. Especially
the TGARCH (threshold GARCH) and EGARCH (Exponential GARCH) models will be
applied, which allows for leverage effects. TGARCH models divides the distribution of the
innovations into disjunctive intervals and then approximate a piecewise linear function for the
conditional standard deviation or the conditional variance respectively. However, a stylized
fact of financial volatility is that bad news (negative shocks) tends to have a larger impact on
volatility than good news (positive shocks). Nelson (1991) proposed the following
exponential GARCH model abbreviated as EGARCH to allow for leverage effects in the form

logh, =« +Zp:ai M

i=1 t-i

q
+ Z B;logh,_,
= 3)

Note if &, is positive or there is “good news”, the total effect of &, is (1+7,)s., . However
contrary to the “good news”, i.e. if ¢, is negative or there is “bad news”, the total effect of
g, is(l-y, )|gH|. Bad news can have a larger impact on the volatility. Then the value of y,

would be expected to be negative (Zivot and Wang, 2005).

As we mentioned early, another extension of the clasic GARCH model that alows for
leverage effect is the treshold GARCH. TGARCH models divide the distribution of the
innovations into disjunctive intervals and then approximate a piecewise linear function for the
conditional standard deviation or the conditional variance respectively. TGARCH models
have therefore the following form:

p p 9
2 2 2
Oy =& +Zai8t—i +Z?’ist—i £ +Zﬂjht—j
i=1 i=1 j=1 (4)
where s, =11if ¢ <0and s =0if ¢ >0.
Depending on the threshold value, 2, will have different effects on the conditional variance

o?, as it follows: when ¢ _, is positive, total effects are given by «,&’,, when ¢_, is

negative, total effects are given by («, +7,)e’..

2.3 Neural Approach

For the investigation with neural networks an RBF (soft, classic and granular) three
layer feed-forward net is employed, where the output layer weight are trained by using
backpropagation algorithm, whereas the hidden layer weights are found by a clustering
algorithm applied to the input data which is an unsupervised learning technique. The transfer
function in the hidden layer is a radial basic function, whereas for the output unit a linear
transfer function is applied. Despite the fact that RBF neural networks possess a number of
attractive properties such as the universal approximation ability and parallel structure, they
still suffer from problems like the existence of many local minima and the fact that it is
unclear how one should choose the number of hidden units. In order to avoid over-fitting and
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data-fitting the networks are kept simple (the number of hidden units in varied between 3 and
10). For more details see Kecman (2001).

3 Data and Model Estimates

We illustrate the ARCH/ARCH methodology on the developing a forecast model for
daily EUR/USD exchange rates time series. This time series was obtained from
http://oanda.com/currency/historical-rates/ for period from 2001 till 2010, it includes total of
3652 observations. We have 10 years long time series of the closing rates of EUR/USD
exchange rates (see Figure 1).
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Figure 1. Time series of the daily exchange rates (2001 — 2010): EUR currency against the US dollar (USD).

The time series in Figure 1 exhibits non-stationary behaviour. However, after its first
differencing is stationary. To build a forecast model the sample period (Jan 2001 — Oct 2010
training data set denoted A) was defined and the ex post forecast period (Nov 2010 — Dec
2010 as validation data set denoted E)

3.1  Statistical Approach

Input selection is crucial importance to the successful development of an ARIMA-
ARCH model. Tentative identification of an ARIMA time series model is done through
analysis of actual historical data. The primary tools used in identification process are
autocorrelation and partial autocorrelation functions (ACF, PACF). According to these
criterions, we tentatively identify the underlying model of our series to by stationary
ARIMA(1, 1, 1) with the equation as follows

Ayt = ¢1Aylfl + 18171 + gl (5)

where A is the difference operator defined as Ay, =Yy, —V,,.

As we mentioned early, high frequency financial data, like our EUR/USD exchange
rate time series, reflect a stylized fact of changing variance over time. An appropriate model
that would account for conditional heteroscedasticity should be able to remove possible
nonlinear pattern in the data. VVarious procedures are available to test an existence of ARCH
or GARCH. A commonly used test is the LM (Lagrange Multiplier) test. The LM test
assumes the null hypothesis Ho: o, =a, =...=a, =0 that there is no ARCH. The LM statistics

has an asymptotic »* distribution with p degrees of freedom under the null hypothesis. For
calculating the LM statistics see for example Engle (1982), Nelson (1991). The LM test
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performed on the EUR/USD exchange rates indicates presence of autoregressive conditional
heteroscedasticity.

Parameter estimates were obtained by ML (Maximum Likelihood) method using the
R2.6.0 software. Our final model has the form

Ay, =0.000126Ay, ,0.041943¢, (6)

for mean equation, and

h =2.46.107 +0.030278y?, +0.969150h,, ()

for GARCH(1,1) model with GED distributions.

Finally to test for nonlinear patterns in EUR/USD exchange rates the fitted
standardized residuals & =e /,/h, were subjected to the BDS test. The BDS test (at

dimensions N = 2, 3, and tolerance distances ¢= 0.5, 1.0, 1.5, 2.0) finds no evidence of
nonlinearity in standardized residuals of the EUR/USD exchange rates time series. The fitted
vs. actual EUR/USD exchange rates for the validation data set are graphically displayed in
Figure 2.
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Figure 2. Actual (solid) and forecast (dotted) values of the EUR/USD exchange rate forecast - statistical alternative,
model ARIMA(Z,1,1) + GARCH(1,1).
3.2 Neural Approach

In this section we show a relatively new approach of function estimation for time series
modelled by means a granular RBF neural network based on Gaussian activation function
modelled by cloud concept (Li,, and Du, 2008) and by SVR method. We proposed the neural
architecture according to Figure 3. This neural network computes the output data set as

§=G(x.cv) = 3v, p,(x.c) = Xvo, t=1,2 ., N) (8)

where v, are the trainable weights connecting the component of the output vector o. ,(./.)
in Eq. (8) has the form

w,(X,.C,) = exp|-(x, —E(x,)/2(En’)? | = exp|-(x, —c,)/ 2(En’)*] (9)

where c; represent the centres of activation functions in the hidden layer, En’ is a normally

distributed random number with mean En and standard deviation He, E is the expectation
operator (see Figure 2 right). This neural network is called as granular RBF neural network
(G RBF NN) (Marcek, M., Marcek, D.,2008).
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The G RBF NN was trained using the variables and data sets as the ARIMA(1,1)) +
GARCH(1,1) model above. In G RBF NN, the non-linear forecasting function f(x) was
estimated according to the expressions (8) with RB function w,(./.) given by equation (9).
The detailed computational algorithm for ex post forecast RMSE values and the weight
update rule for the granular network is shown in (Marcek, M., Marcek, D.,2008).

Figure 3. The G RBF neural network architecture (left) and the description of activation functions Y2 in the hidden
layer neurons by Gaussian cloud concept (right).

The RBF NN was trained using the variables and data sets as the
ARIMA(1,1))+GARCH(1,1) model above. In G RBF NN, the non-linear forecasting function
f(x) was estimated according to the expressions (8) with RB function w,(./.) given by (9). The
detailed computational algorithm for ex post forecast RMSE values and the weight update
rule for the granular network is shown in (Marcek, M., Marcek, D.,2008). The fitted vs. actual
EUR/USD exchange rates for the validation data set are graphically displayed in Figure 4.
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Figure 4. Actual (solid) and forecast (dotted) values of the EUR/USD exchange rate forecast (neural approach).

4 Empirical Comparison and Discussion

Table 1 presents the summary statistics of each model based on RMSE, MAE, MAPE
calculated over the validation data set (ex post period). From Table 1 it is shown that both
forecasting models used are very accurate. The development of the error rates on the
validation data set showed a high inherent deterministic relationship of the underlying
variables. Though promising results have been achieved with both approaches, for the chaotic
financial markets a purely linear (statistical) approach for modeling relationships does not
reflect the reality. For example if investors do not react to a small change in exchange rate at
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the first instance, but after crossing a certain interval or threshold react all the more, then a

non-linear relationship between A Yo and AY:s , €1 exist in model (5).

Table 1. Comparison of forecast summary statistics for EUR/USD exchange rate time series - statistical and neural
approach: ex post period.

Model Model’s forecast accuracy: RMSE  MAE  MAPE

ARIMA(1,1,1) + GARCH(1,1) 0.00793 0.00646 0.00495
statistical approach

Neural approach (G RBF NN)

Inputs: Ay, ,, ¢ 0.00185 0.00145 0.00107

t-1

Number of hidden layer neurons: 10

The training process and development of neural approach based on G RBF NN not
only detected the functionality between the underlying variables as well as the short-run
dynamics. Moreover, as we could see, the RBF NNs have such attributes as computational
efficiency, simplicity, and ease adjusting to changes in the process being forecast. Thus,
neural networks are usually used in the complicated problems of prediction because they
minimize the analysis and modeling stages and the resolution time. In our case, they omit
diagnostic checking, significantly simplify estimation and forecasting. Thus, we can expect
more interests of the people who will make and at the some time use the forecast. If the
managers are convinced that the forecasting system is sound and, they may make little use of
the information given to them. ARCH-GARCH models require more costs of development,
installation and operation in a management system, management comprehension and co-
operation, and often a lot of computational time. Another disadvantage of ARCH-GARCH
models is that there is not a convenient way to modify or update the estimates of the model
parameters as each new observation becomes available. One has to periodically completely
develop and refit the model. There are not efficient methods for algorithmic estimating the
measures of forecasting accuracies and responsiveness properties. As mentioned
in Montgomery et al. (1990), a serious drawback of ARIMA-GARCH models is the
investment in time and other resources required to build a satisfactory model. It is doubtful
that improvements in forecast accuracy possible through ARCH-GARCH modelling
methodology could justify the cost of the model-building process. As we illustrated,
improving forecast accuracy by advanced information technologies will reduce uncertainty,
where the added refinement can be economically justified.

5 Conclusion

In managerial decision-making, risk uncertainty are the central categories based on
which the effects of individual variants are assessed, and subsequently the final decision is
chosen from several variants. In the present paper we proposed two approaches for predicting
the EUR/USD exchange rate time series. The first one was based on the latest statistical
ARCH-GARCH methodologies, the second one on neural version of the statistical model.

After performed demonstration it was established that forecasting model based on
RBF neural network approach is better than ARIMA/ARCH one to predict high frequency
financial data in the EUR/USD exchange rate time series.

The direct comparison of forecast accuracies between statistical ARCH-GARCH
forecasting models and its neural representation, the experiment with high frequency financial
data indicates that both methodologies yield very little MAPE (Mean Percentage Absolute
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Error) values. Moreover, our experiments show that neural forecasting systems are
economical and computational very efficient, well suited for high frequency forecasting.
Therefore they are suitable for financial institutions, companies, medium and small
enterprises.

The results of the study showed that there are more ways of approaching the issue of
risk reducing in managerial decision-making in companies, financial institutions and small
enterprises. It was also proved that it is possible to achieve significant risk reduction in
managerial decision-making by applying modern forecasting models based on information
technology such as neural networks developed within artificial intelligence. In future research
we plan to extend presented methodologies by applying fuzzy logic systems to incorporate
structured human knowledge into workable learning algorithms.
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ABSTRACT

The paper concerns the Business Intelligence (Bl) that is that most significant research area
for the last years. The research study is mainly exploratory and descriptive in nature, with the
objective of providing an overview of the issue of Bl and Bl using in organizations. Some
findings from the survey that was conducted in 20 purposefully selected organizations have
been presented. Finally, some guidelines and recommendations have been indicated in order
to improve the using of BI in organizations.
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1. Introduction

The information, knowledge and consequently intelligence have become very important
resources of a contemporary organization (Adelman, Moss, 2000; Alter, 2004; Karim, 2011;
Olszak, 2007; Wells, 2011). It is highlighted that its success depends more and more from the
ability to take advantage of all available information (Davenport, Harris, 2007; Shick, Frolick,
Ariyachandra, 2010). This challenge becomes more difficult with the constantly increasing
volume of information. Last years many organizations turn to Business Intelligence (BI)
(Clavier, Lotriet, Loggerenberger, 2012; Liautaud, Hammond, 2002; Olszak, 2012; Watson,
Wixom, 2007). It is reported that BI is the most significant research areas for the last years
(Chen, Chiang, Storey, 2012; Jurdan, Rainer, Marschall, 2007).

According to many authors BI has become the critical component for the success of
the contemporary organization (Weiss, 2002; Williams, Williams, 2007; Howson, 2008;
Wixom, Watson, 2010). It enables to take competitive advantage of all available information
(both internal and external), provides actionable intelligence for effective business decision-
making and business processes (Albescu, Pugna, Paraschiv, 2008; Baaras, Kemper, 2008;
Chung, Chen, Nunamaker, 2005; Venter, Tustin, 2009).

It 1s highlighted that BI focused on the analysis of external information resources has
become more important. The analysis of internal resources for the success of the
contemporary organization is not enough. However, an understanding of analyzing of external
resources for the success of the organization is only partly addresses by existing research.
Some authors describe the examples of international organizations that compete and take
competitive advantage trough BI using external information resources (Azvine, Cui, Nauck,
2005; Shick, Frolick, Ariyachandra, 2010; Wixom, Watson, 2010). Unfortunately, they are
rather rare, especially within polish business context. Additionally, the IT solutions designed
to address this challenges have been developed to analyze internal information and to support
mainly internal business processes. In a small degree they are focused on the analysis of
external environment, enabling the transforming information about competitors and customers
into strategic knowledge and competitive advantage. It is considered that for the sustainable
success of the organization comprehensive approach to Bl is needed. It should be focused on
the analysis both internal and external information resources. The first approach is associated
with traditional ERP systems, data warehouse, data marts, OLAP, traditional data mining. The
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second approach is associated with big data, social media, web analytics, network analytics,
and mobile analytics.

The main purpose of this paper is to explore the issue of BI and to investigate of BI
using in the selected organizations. The reminder of the paper is organized as follows. Firstly,
on the ground of resource - base view, the issue and evolution of BI was explained. Next, the
role of big data for the business analysis was explored. Some selected findings from the
survey that was conducted in 20 purposefully selected organizations have been presented.
Finally, some guidelines and recommendations were provided in order to improve the using of
BI for the organizational success.

2. Literature Review
Resource-based View

According to many authors organizational knowledge and business intelligence are a
crucial bundle of intangible resources that can be the source of a success and competitive
advantage (Davenport, Harris, 2007; Herschel, Jones, 2005; McGonagle, Vella, 2002; Moss,
Alter, 2003; Negash, Gray, 20080.

Resource-based View (RBV), a well-known theory of strategy argues that
organizations with valuable, rare, inimitable and non-substitutable resources have the
potential of achieving superior performance (Barney, 1995). In an extended approach of RBV
resources implies intangible categories including organizational, human and networks (Ahn,
York, 2011). This knowledge-based resource approach of RBV encourages organizations to
obtain, access, and maintain intangible endowments because these resources are the ways in
which firms combine and transform tangible input resources and assets (Wiklundi, Shephered,
2003). Furthermore, intangible resources are more causally ambiguous and less observable
than tangible resources, therefore, it is not easy for competitors to duplicate. To provide
sustainable competitive advantage, resources should be (Cosic, Shanks, Maynard, 2012):
valuable (enable an organization to implement a value-creating strategy), rare (are in short
supply), inimitable (cannot be perfectly duplicated by rivals), non-substitutable (cannot be
countered by a competitor with a substitute).

The RBV conceptualizes organizational resources as static, neglecting changes due to
turbulent environments. Dynamic capabilities were conceptualized in response to this
criticism. Dynamic capabilities focus on ‘resource renewal’: reconfiguring and renewing
resources into new organizational capabilities (Teece, Pisano, Shuen, 1997). They comprise
two organizational routines: search and select and asset orchestration (Helfat et al., 2007). In
the context of BI, search and select involves the identification of new Bl-enabled business
opportunities (search) and prioritizing them (select). Asset orchestration involves
implementing newly selected Bl-enabled business opportunities and creating new
combinations and co-alignments of assets.

Business Intelligence evolution

The exploration and analysis of the literature show that there is no commonly accepted
term of Business Intelligence (Clavier, Lotriet, Loggerenberger, 2012; Olszak, 2013). For the
purpose of this study it is assumed that BI is a broad category of technologies, applications,
and processes for gathering, storing, accessing, and analyzing data to help users make better
decisions (Wixom and Watson, 2010).

According to many authors the role of BI and its impact on organizations and the
whole society has been changed (Clavier, Lotriet, Loggerenberger, 2012). It is reported that
there are distinguished 3 ages in the development of BI. They are called: BI 1.0, BI 2.0, Bi 3.0
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The first age of BI, called BI 1.0. falls on seventies and eighties of XX century. It is
closely related with the management information systems (MIS), executive information
systems (EIS), and decision support systems (DSS) (Turban et al., 2008; Watson and Wixom,
2010). The technologies and applications commonly used in information systems were
grounded in basic statistical methods and simple data mining techniques. Analysed data were
mostly structured, collected by companies through various legacy systems and often stored in
commercial relational database management systems. Data management and regional
warehousing is considered the foundation of BI 1.0. Data marts and ETL tools are essential
for converting and integrating enterprise-specific data. Database query, OLAP, reporting tools
were used to explore important data characteristics. Business performance management using
scorecards and dashboards help analyse and visualize a variety of performance metrics (Chen,
Chiang, Storey, 2012). Generally, the first BI applications from this age were able to process
the simple tasks for operational and tactical management. They were characterized by
production the simple reporting. Individual reports were written by expert programmers. It is
reported that BI 1.0 was focused on “delivery to the consumer” and market leaders include:
SAS, IBM (Gratton, 2012).

Table 1: The Characteristics of 3 ages of Business Intelligence
Source: Elaborated on: (Chen, Chiang, Storey, 2012; Gratton, 2012).

BI 1.0 Bl 2.0 BI 3.0
(Tool-centricity) (Web-centricity) (Application-centricity)
Content DBMS-based structured | Web-based, unstructured | Mobile and sensor-based
content content, Web technology | content
Foundational DBMS, ERP, OLAP, Web services, search Cloud services, social search
technologies data warehousing, data | engines, web mining, web | and mining, smartphone
mining visualization, information | platforms, mobile web

semantic services, natural | services, spatial mining
language question

answering

User interface Client Web Multi-device
Design priority Capability Scalability Usability
Functionality Aggregate and present | Explore and predict Anticipate and enrich
Frequency/detail monthly/detailed weekly-daily-summary Real-time/processes
Client use case Operational Enterprise alignment Social empowerment

reconciliation
Insight scope Mile deep inch wide Mile wide inch deep Outcome-specific
Uptake/reusability <1%/limited <15%/some >25%/entire application
Foundational Delivery only Creation & delivery Creation, delivery &
Influences management

The second age of BI (1990-2005) - is associated with father development of advanced
data warehouses, OLAP techniques, data mining and first of all with Internet and web
technology (web search engines such as Google, Yahoo etc.) These technologies allow
organizations to present their business online and interact with their customers directly. Text
and web analytics are commonly used to process and analyze unstructured web contents. The
many Web 2.0 applications have also created an abundance of user-generated content from
various online social media such as forums, online groups, web blogs, social networking sites,
social media sites and even virtual worlds and social games (Doan et al., 2011). BI 2.0 has
evolved into solutions that can be used in strategic planning, predictive modelling,
forecasting, monitoring operations, and studying the profitability of products (Negash, Gray,
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2008). It is highlighted that BI 2.0 is focused on “creation and delivery for consumers” and
market leaders include: Business Objects, Cognos, Hyperion, Microsoft, Teradata, Oracle.

BI 3.0. presents a new era in the evolution of BI. Thanks to web and mobile devices
(iPad, iPhone, and other sensor-based Internet-enabled devices equipped with RFID,
barcodes, radio tags.) it appears possibility to create innovative applications, and intelligent
business network for everyone. There is a growing acceptance of the idea that analysis is
a collaborative (not only singular) and social effort. It focuses on a collaborative workgroups
(which are self-regulated) and on information outcomes within the confines of core business
interaction with customers, employees, regulators etc. There is common sense that BI 3.0
should go beyond reliance on structured data available in internal sources but should use also
external, mostly unstructured data in various formats (social media posts, free form web
content, images, and video files) (Nemec, 2012). BI 3.0 is concentrated on “creation, delivery
and management for consumers” (Gratton, 2012). According to Scott (2013) there are 5 core
attributes that support BI 3.0 philosophy: proactive, real-time, integrated with business
processes, operational (available to line workers), and extended to reach beyond the
boundaries of the organizations to improve information delivery and decision support
functionality for all. It is indicated also that there is no reason to depreciate in BI 3.0 the
functions (known from BI 2.0) like: reporting, OLAP, data mining. They have still their strong
position. BI 3.0 philosophy is to raise the added value of BI tools’ architecture by anchoring
collaborative style of information search and analysis with intuitive and self-service user
interface that delivers timely and highly relevant insights to anyone who is properly
authorized and needs them (Nemec, 2012). According to Chatter (2013) there are 3
prerequisites for software tools to be recognized as a BI 3.0 tools: be social, relevant
(automatically delivers relevant insights that users really need according to their situation and
user profile), fully self-service (intuitiveness).

Different BI models during the evolution of BI have been developed (table 2). They
were focused, firstly on single users or small groups of users (with simple static reporting),
then on the whole organization (with corporate data warehouse and predictive analysis),
ending on BI nets and customized BI (BI for everyone). The description of different BI
models is presented in the table 2.

Table 2: The description of different Bl models, source: (Olszak, 2007).

current activities
discovering
irregularities

unit, department
(sale)

structured

Type BI Function Scope Decision support Used techniques
level
Data Marts | Ad hoc analysis, Narrow, limited to Operational, well Simple, static reporting,
comparative unit, department structured OLAP
analysis, reporting | (sale)
Data Multidimensional | The whole enterprise | Operational, tactical, | OLAP, data mining
warehouse | analysis strategic
Bl with PA | Forecasting of Narrow, limited to Operational, tactical, | OLAP, AP
different scenarios | unit, department strategic
(sale)
Real-time Bl | Monitoring of Narrow, limited to Operational, well Ell

Corporative

Corporative

All actors of value

Operational, tactical,

ETL, data mining

Bl management, chain strategic
building loyalty
strategy
Bl portals Content Selected Operational, tactical, | Internet, Web mining,
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management and communities strategic CMS, work group,
document personalization techniques
management,
group work
Bl nets The building of Global, various Operational, tactical, | Web mining, Web
expert’ nets, social | communities strategic farming
capital
management
Bl for The building of Global, Operational, tactical, | Mobile, social media,
everyone social nets, social strategic semantic Web, Web
capital mining
management

External information resources and big data

It is hard not to notice that external information resources and big data become more
important in the development of BI systems. Big data (mostly unstructured information about
competitors and customers) analyzed in combination with traditional enterprise data (most
structured and semi-structured), enable organizations not only to better understand their
business, but first of all to change it and to have new sources of revenues, more stronger
competitive position and greater innovation.

“Big data” refers (Manyika et al., 2011) to datasets whose size is beyond the ability of
typical database software tools to capture, store, manage, and analyze. It is noted that this
definition can vary by sector, depending on what kinds of software tools are commonly
available and what sizes of datasets are common in a particular industry. According to
Ferguson (2012) a term “big data” is “associated with the new types of workloads and
underlying technologies needed to solve business problems that we could not previously
support due to technology limitations, prohibitive cost or both. Big data is therefore not just
about data volumes but about analytical workloads that are associated with some combination
of data volume, data velocity and data variety that may include complex analytics and
complex data types. Therefore big data can be associated with both structured and multi-
structured data and not just the latter”.

According to (Oracle, 2013) big data typically include the following types of data:
o traditional enterprise data — includes customer information from CRM systems,
transactional ERP data, web store transactions, and general ledger data;

e machine-generated /sensor data — includes Call Detail Records (“CDR”), weblogs,
smart meters, manufacturing sensors, equipment logs (often referred to as digital
exhaust), trading systems data;

e social data — includes customer feedback streams, micro-blogging sites like Twitter,
social media platforms like Facebook.

e It is highlighted that there are four key characteristics that define big data (Oracle,
2013):

e volume - machine-generated data is produced in much larger quantities than non-
traditional data;

e velocity - social media data streams — while not as massive as machine-generated data
produce a large influx of opinions and relationships valuable to customer relationship
management;

e variety - traditional data formats tend to be relatively well defined by a data schema
and change slowly. In contrast, non-traditional data formats exhibit a dizzying rate of
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change. As new services are added, new sensors deployed, or new marketing
campaigns executed, new data types are needed to capture the resultant information;

e value - the economic value of different data varies significantly. Typically there is
good information hidden amongst a larger body of non-traditional data. The challenge
is identifying what is valuable and then transforming and extracting that data for
analysis.

Business Intelligence the key driver for the success of the organization

The great expectations are set for BI. BI is constantly ranked as top priority global.
Nearly 90% of organizations across the globe have invested in a BI capability, bringing BI’s
annual global outlay to around USD$60 billion (Clavier, Lotriet, Loggerenberg, 2012). It is
reported that the beneficiaries of BI include a wide group of users, representing trading
companies, insurance companies, banks, financial sector, health sector, telecommunications,
manufacturing companies, government, security and public safety. It is assumed that
organizations use BI for (Olszak, 2013; Davenport, Harris, 2010; Hawking, Foster, Stein,
2008; Chaudhary , 2004):

e increasing the effectiveness of strategic, tactic and operational planning including first

of all: (a) modelling different variants in the development of an organization; (b)

informing about the realization of enterprise’s strategy, mission, goals and tasks; (c)

providing information on trends, results of introduced changes and realization of plans;

(d) identifying problems and ‘bottlenecks’ to be tackled; (e) providing analyses of “the

best” and “the worst” products, employees, regions; (f) providing analyses

of deviations from the realization of plans for particular organizational units
or individuals; (g) and providing information on the enterprise’s environment;

e creating or improving relations with customers, mainly: (a) providing sales
representatives with adequate knowledge about customers so that they could promptly
meet their customers’ needs; (b) following the level of customers’ satisfaction together
with efficiency of business practices; (c) and identifying market trends;

e analysing and improving business processes and operational efficiency of an
organization particularly by means of: (a) providing knowledge and experience
emerged while developing and launching new products onto the market; (b) providing
knowledge on particular business processes; (c) exchanging of knowledge among
research teams and corporate departments.

The most used BI analysis refer to: cross selling and up selling, customer segmentation
and profiling, parameters importance, survival time, customer loyalty and customer switching
to competition, credit scoring, fraud detection, logistics optimizations. Others concern: the
forecasting of strategic business processes development, analysis of web mining, and social
media.

Unfortunately, not all organizations relies major business value from their BI
investments. The analysis of BI using shows that practical benefits are often unclear and some
organizations fail completely in their BI approach. Even organizations reported to be
benefiting from BI are on the lookout for opportunities to excel further and overcame
challenges (Clavier, Lotriet, Loggerenberg, 2012).

The analysis of different BI systems allow to state that the most important elements
that decide on the their success in the organizations include: quality of data and used
technologies, skills, sponsorship, alignment between BI and business, and BI use (Clavier,
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Lotriet, Loggerenberg, 2012). Others elements concern: organizational culture, information
requirements, politics.

3. Research Methodology

The research questions I ask in this study refer to: the purpose of BI using, and some
benefits from BI using. The study was of qualitative nature and was based on: (1) a critical
analysis of literature, (2) a observation of different BI initiatives undertaken in various
organizations, (3) semi-structured interviews conducted in purposefully selected polish
organizations in 2012. Five elements (data, skills, sponsorship, alignment between BI and
business, and BI use) considered to be the most important for the BI success, were used to
assess BI in organizations. Some interviews, conducted in 20 polish organizations, were held
with over 80 responders: executives, senior members of staff, and ICT specialists They
represented the service sector: telecommunications (T)-4, consulting (C)-4, banking (B)-4,
insurance (I)-4, marketing agencies (MA)-4. All of them had at least 5 years of experience in
BI. Interviewees were selected on their involvement in BI or on their ability to offer an insight
based on experience in BI and related decision support systems. The survey was conducted
among purposefully selected firms (in Poland) that were considered to be advanced in BI.

The research was conducted within wider research project “Using BI tools in polish
enterprises” and partly within project devoted to “Using software tools in Polish add Czech
border region” (CZ.3.223.2.0412.02994). Presented survey is one the few studies that have
been conducted in the Department of Business Informatics at the University of Economics in
Katowice (Olszak, 2013). The limitation of this paper allowed to present only some selected
findings.

4. Findings and Discussion

The responders in surveyed organizations were asked about the answering different
questions that concerned among others: the understanding the term of BI, using BI (what BI
models are used and what areas are supported by BI), BI strategy, quality of data, motivation
to use BI, sponsorship, BI skills and some benefits from using BI.

The observations and conducted interviews in surveyed organizations allow to state
that the organizations use BI systems first of all to optimize operational decisions,
improvement of internal business processes and decision making on operational level and to
better access to data and static reporting. The majority of the organizations use internal
information resources and information systems like: ERP, MRP II, CRM and operational
systems. BI applications are used to customer relationship management, identification of sales
and inventory, optimization orders, marketing companions. Most of the organizations
indicated the benefits from using BI like: integrated analysis for finance, marketing;
improvement of decision making on operational and tactical levels of management and the
possibility of demand forecasting. Unfortunately, only one organization (in conducted survey)
in a professional way was able to monitor and process information about their competitors,
suppliers and customers. Then, such information was converted into knowledge and
consequently made use of gathering intelligence in decision process. Unfortunately, only
a few enterprises saw benefits from the analysis of the whole environment that leads to
competing on BI, new ways of doing business. The surveyed organizations do not build the
social nets and manage social capital. They are still in the age of BI 2.0 and some of them can
be classified on the BI 1.0 stage. The more detailed analysis of the obtained findings was
presented in the table 3.

37



Table 3: Selected findings from using Bl in surveyed organizations

Level Very Low Low Medium High Very high
Data and | Data data bases, | The first efforts of | Corporate data | Mobile  webs,
used incomplete, regional  data | converting warehouses, personalization
technolo- | inconsistent, warehouses, information into | social ~ media, | and behavioral
ay data overload, | first OLAP, data | intelligence, data | social media | modeling,
not integrated | marts, static | mining, advanced | data bases, | mobile
information reporting reporting, ad-hoc | social  portals | visualization/H
systems analysis, analysis of web | CI
dashboards, ERP, | logs
CRM, SCM
Skills Decision- Users know the | Users know the | Integrated view | Users  convert
making based | basic  internal | both internal | on organizations | results  obtain
on intuition business business and their | form Bl analysis
processes and | processes resources, in  competitive
partly some | (metrics) and | corporate advantage, new
technical some external | culture,  users | products,
aspects of BI, | business make advanced, | services,
simple analysis | processes, know | integrated dynamic
how to ask the | analysis, soft | capabilities,
right  questions, | skills, high | sharing the
how to navigate | educated users | knowledge
complex Bl data | in BI among the
structures, OLAP, members of the
data mining team, open
communication,
Bl communities,
trust in BI of all
users
Sponsor- In limited | Analytics, Senior executives | Support of CEO | Strong support
ship scope mangers, of CEO
Leadership does
not understand
Bl complexity
Alighment | The classic | BI used for | Process-oriented Defined Bl | Bl as a key
between gap between | supporting culture, BPM, | strategy, driver for the
BI and | BI, IT and | selected improving supporting success and
business business operational and | business operational, taking the
tactical processes tactical and | competitive
decisions strategic advantage, new
decisions model of
running the
business, new
products and
services
Bl use Bl focused on | Internal Bl focused on the | External Analytical,
small group of | business whole business dynamic
users, selected | processes organization, ERP | processes, capability,
departments CRM, SCM social media, Bl
communities,
social
communities
Surveyed None 1C, 2I, 1B, | IMA, 3C, 2I, 1B, | 1T, 2B, 1IMA 1IMA
organiza- 1IMA, 1T 2T
tions
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5. Conclusions and Implications

The obtained results from the conducted survey allow to state that the organizations
are still concentrated first of all the analysis of internal resources. To obtain the organizational
success with Bl it is needed to acquire and process data that come from external environment.
The organizations should be more focused on a strong, open communication and corporate
culture, in which BI and knowledge are exchanged and such exchanges are warded. All users
should be constantly educate in BI and have strong support from the senior executives and
CEO. The understanding the philosophy of business intelligence (based on internal and
external information resources) and knowledge management is required. The organizations
should strong work with suppliers, to interoperate customer benefits into product and service
specifications and investigate in public relations for key stakeholders.

The obtained findings provide the first implications to organizations in emerging
countries, or at least companies in Poland. The organizations need to cultivate knowledge
management and business intelligent capabilities in order to take the competitive advantage.
The study findings recommend managers to start building their knowledge assets, which can
bring to sustainable competitive advantages.

6. Limitations and Directions for Future Research

This study suffers from limitations despite insights grained through our study results.
First, generalizability is not justified because the findings are based only on 20 organizations
in Poland. Second, this research was conducted in purposefully selected organizations
considered to be advanced in BI. Third, the survey was based on semi-structured interview
conducted by the author. Using multiple informants might be recommended for further
research.

Future research might take some of the following directions. First, it would be
valuable to examine full multidimensionality of building the success through BI including
information management, planning, implementation, and control. Second, further research
might explore the detailed paths of building the organizational success through BI. Lastly,
further empirical investigations and precise validations are invited to explore the associations
between BI capabilities and strategic orientations, especially in varied economic domains.
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ABSTRACT

The results of the theoretical and methodological aspects of the intellectualization
as an economical process are presented. The investment securing of the Ukrainian economy
intellectualization are analyzed. Recommendations for the development process
of intellectualization as a process that affects innovation are considered.
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1. Introduction

Intellectualization of the economy is one of the major trends in today's economy and
the factors that influence economic growth. One of its manifestations is to stimulate
innovative activity. This should be considered in the process of development and
implementation of the state policy in the sphere of economic growth. Accordingly, there is an
important scientific problem: principles of economy state regulation in Ukraine, nominally
aimed at promoting economic growth is not enough to account for the current world trends.
This leads to the inhibition of economic growth. To solve this problem, it is necessary
to clearly define the role of intellectualization of the economy under the condition
of economic growth and establish its theoretical and methodological base. Research results
confirmed that a high level of economic growth is not possible without proper investment
of economy intellectualization as a set of measures to regulate the flow of investments and the
implementation of a direct investment in the creation, transfer and commercialization of the
knowledge gained in the market, in the form of innovation.

Therewith, in spite of Ukraine's economy current state of development, especially in
the sphere of science and higher education, which fundamentally does not improve, despite
the considerable number of publications and research results on the above mentioned
problem, we can conclude that we need a new, effective approach exactly under the Ukrainian
conditions, that will permit to realize the innovative potential and achieve a high level of its
competitiveness and the desirable economic growth.

To determine the impact of intellectualization on the competitiveness of the economy
we initially have analyzed the relationship between spheres involved in the intellectualization
and the sphere of production and service provision.

2. Process of inteliectualization

All major areas that contribute to the development process of intellectualization,
cooperate closely with the sphere of production and services. Herewith, they significantly
affect its competitiveness. Accordingly new technologies developed in scientific sphere, cause
and are one of the key factors determining the competitiveness of firms, as well as the
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prepared by field of education staff. Similarly, information technologies are important for the
spheres of production and services. It should be noted: the more productive new technologies
will be developed in the sphere of science and higher quality knowledge gained by employees
in the field of education, the higher the potential competitiveness of entities that produce and
provide services in the economy will be.

The most known in the world and an adequate approach to study the principles of the
economy international competitiveness is a model of M. Porter (Porter M.E., 2008). The
essence of the thomb rule derived by him is that the core competitiveness is the balanced
development of its four determinants: a sustainable strategy and structure of firms, situation
with the market demand, related and supporting industries and the conditions for the
development of production factors. A specific role is given to the level of specialization of the
employees and the innovation processes. He considers that the necessary conditions of this are
scientific researches and constant learning, which is a task in higher education (education of
high learning) and scientific spheres.

For a more thorough assessment of intellectualization we evaluated the higher
education and scientific sphere relationships at key groups of factors that determine the
competitiveness of the industry as a model of Porter (Porter’s thomb).

1. Concerning the impact of the main areas of intellectualization on the strategy of
firms:

— The scope of higher education provides staff training, managers of firms
adequately build the company strategy;

— The science creates new knowledge about management and strategy
development;

— Due to new technologies company executives can more effectively create and
monitor the implementation of the strategy.

2. Regarding to their effects on the factors of production (here materials, technologies
and employees are referred):

— Due to the role of education increase employees can raise their level of
specialization - which is a competitive advantage according to the theory of
M.Porter;

— New technologies developed in the field of science, allow raw materials to be
more efficiently used, which also increases productivity, accelerates the
production process, making it more efficient and productive.

3. Intellectualization also influences the cooperation of companies with supporting
industries. Except described above positive effects on supporting industries
personal activities, it:

— - Through the field of education allows company employees to gain knowledge
about the functioning of related and supporting industries, which increases the
efficiency of cooperation;

— New technologies often cause a multiplier effect, namely their use in
supporting industries permits to raise labor productivity in major firms.
Besides, they permit to improve the efficiency of cooperation among
industries, reducing delivery time and products shelf life prolongation, etc.;
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— The use of new information technologies allows to improve and accelerate
communication between firms and industries to carry out joint projects and
manage them.

4. Intellectualization also has an impact on conditions of local demand:

— Training and informing consumers about services allow them to get more
benefit from the market goods and services offered. It also makes them more
demanding, which, according to M. Porter, improves the competitiveness of
local producers and consumers of services;

— The creation of new technologies and knowledge allows buyers to better
understand the nature and quality of goods and services that they are offered,

— Modern technologies allow consumers without leaving home from their
computer to obtain information about prices and quality of products in the
market, which significantly affects the demand.

In conclusion, fields of intellectualization play an important role in the development of
all without exception factors that provide competitiveness of claster field from the model of
M. Porter.

3. The way to increase of competitiveness

The main way to increase the level of competitiveness and effectiveness of the
economy in Ukraine should be considered in the proclaimed back in 1998 by president of
Ukraine National Academy of Sciences Borys Paton, "The course of innovative development
of Ukraine’s economy." It is generally treated as a "... shift emphasis to the use of innovative
advanced technologies, the transition to the production of high - tech products, progressive
organizational and management decisions in innovation regarding both micro- and macro-
economic processes of development - creation of technology parks, technopolises, holding
the policy of resource conservation, intellectualization of all production activities,
‘softyzation’ and ‘servization’ of economy".

The key measures for the implementation of this course are: creation of technology
parks and technopolises, promotion the development of venture business, change in tax
priorities policy, development of bank lending innovative projects, introduction of the national
idea.

Herewith, their implementation should be carried and consider:
—  Development trends in the modern world as an economic system and society as
a whole;

—  The complexity in approaches to solving this problem;

—  Setting priorities adequate to the current situation, concerning the stages of its
implementation and the corresponding sequence of economic measures use.

Ukrainian scientists wrote many works about improving the competitiveness of the
economy. But implementation of this course remains a problematic issue. The reasons are,
in our opinion, two.

1. Neglecting the leading ideas by governing bodies of the country, which are offered
by domestic scientists. It is caused by two different factors: low prestige of science
in the country and subjectively - mercantile oriented activity part of the officers
vested with public authority.

44



— The lack of consistency in the research of scientists. In the writings the need
for innovation is confirmed, the creation of innovative infrastructure,
technology parks, venture capital funds and so on. However, it doesn’t
emphasizes the fact that:

— For the creation of appropriate the modern market needs innovations the
modern base of knowledge is required. Innovations are not created from
scratch, we need a continuous process of scientific researches, contacts with
foreign researchers who conduct a similar activity;

— To ensure the efficient operation of technology parks requires a strong
scientific base is required, which is formed by the experts from scientific
researches in the relevant destinations. A steady stream of young researchers is
required, appropriately trained and motivated to work;

— To attract new personnel to the process of scientific researches implementation
not only the appropriate material stimulation is required, but also prestige of
scientific research increase;

— In addition, the structural changes in the economy, the creation of adequate
financial support are necessary, etc.

Therefore, there should be phasing offered, at first, you need to create the conditions
for the creation of a basis - the productive work of economy intellectualization, and then
provide innovativeness of economic activities.

4. Conclusions

All this requires the use of advanced development policy application in Ukraine.
Namely, it is not advisable to go through all those stages which were covered by more
developed countries. It is necessary to produce a path that will allow for a relatively short
period of time to obtain a competitive advantage in world markets for domestic producers.
The basis of this path should become orientation to future trends of international markets
development, and the development of science and higher education should be the direction for
it. It is expedient to quote the classic of world management of P. Drucker (Drucker P, 1999):
"In today's world of competition, in order to remain in place you should run, and in order to
move forward, you should run twice as fast."

The problem solving complex of the realization of economic development innovative
course should be manifested through the development and application of appropriate
organizational and economic mechanism. It should consider the priority of intellectualization
economy process development. There does not exist a clear definition of this course
implementation stages, therefore there is author’s version proposed.

I stage: establishing a system of legal and investment instruments to enhance the
process of the economy and society intellectualization (which also require certain institutional
changes).

IT stage: creating the conditions for interaction forming between the centers of
knowledge creation and centers of their implementation.

IIT stage: investment maintenance system improve, the system of transformation the
knowledge into innovative products.
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IV stage: creating the conditions for the realization of innovative products in the
Ukrainian and foreign markets.

Such approach to the selection of stages is based on the so-called "technology
corridor”, i.e. the way of realization of innovative products, "research - development -
implementation." Applying it, we can deduce the relationship between intellectualization and
efficiency of the economies: the creation of new knowledge - their implementation in
production - realization on the market of innovations - manufacturer financial rents (profits)
increase - economic benefits in society increase, the growth of wages - increasing the level of
economic efficiency - increasing the resources to create new knowledge. If we are talking not
about applied specialized, but about the theoretical specialized knowledge, its transformation
will be very similar, but instead of industrial enterprise that implements it, there will be
a higher education institution.
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ABSTRACT:

One of the attributes of competitive economy is a successful cooperation of academia with
business. This relationship is however difficult to establish and maintain as the parties
involved represent different objectives. The academia is concerned with theory forming and
keeping the scientific rigor of the implemented projects while the business is interested
in obtaining tangible results. One of the solutions to bridge this gap is the concept of action
research. The paper will discuss how this concept has evolved, briefly asses the status
of action research in information systems domain through literature analysis and present
the basic principles of canonical action research.
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1. Introduction

Information systems (IS) discipline is a relatively young (i.e. approx. 50 years’ old)
area of applied science. Diversity has been its inevitable characteristic from the beginning.
The diverse nature of IS domain may be considered at three distinctive dimensions (Benbasat
and Weber, 1996): diversity in the problems addressed, diversity in the theoretical foundations
guiding the research and diversity in the methods used for collecting, analyzing and
interpreting data. The diversity of IS domain has been often the reason for a critique from
many scientific communities. Some scholars perceive IS as the domain does not have a
theoretic impact and thus lacking the scientific legitimacy. Others, admitting IS overexposed
focus on practical issues, blame IS publications on methodological ignorance and therefore
negate the significance of research results.

The native IS community perceives the described diversity in various ways — some as
having the potential to tackle wide area of problems, but some as the necessity to increase the
efforts to strengthen the weak domain identity. These issues are the matter of ongoing
discussion within IS community which is called by some IS scholars the ‘anxiety discourse’.
Although this discourse is many-sided, it is limited to two main issues (Larsen and Levine,
2006). The first is concerned with juxtaposing the theoretical coherence vs. interdisciplinarity,
while perceiving the IS domain, and the second, contrasting methodological rigor of the
conducted research with practical usefulness of offered solutions.

The presented paper is focused on the second aspect of the anxiety discourse and is
organized in the following way. The first section briefly describes the origins and applicability
of action research (AR) in IS field. The second, presents a literature overview of the action
research applied in IS domain taking into account the types of AR and the areas of their
application. It also points out the papers that may be used as guidelines for scientifically
rigorous and practically valuable research projects. The third section contains essential
methodological steps of the most scientifically strict form of action research i.e. canonical
action research. The key points of the paper are submitted in the conclusions.
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2. Origins of action research and its applicability in IS

IS is an example of applied science discipline, i.e. its purpose is to resolve practical
problems with the support of theory. The theory plays there a peripheral role whereas praxis is
central. In any applied science discipline in general and in IS in particular, the undertaken
research needs to be a win-win game in which, both the academia and praxis (i.e. business),
are contributing. Such a relationship is not an easy one because both parties have different
objectives. The academia is interested in long-term theory-building, whereas the business
usually looks for obtaining quick, practical and financially justified solutions. This problem is
even more complicated since on the one hand, undertaking a research from academic
perspective implies the need for maintaining the scientific rigor, which paradoxically does not
guarantee providing practical outcomes regarded as beneficial for the business, and on the
other, focusing on practical problem solving may produce no valuable theoretical results.
Thus, a compromise is needed. It is necessary to conduct a research in a way that will satisfy
both parties. One of the possible solutions is action research (AR) — a type of applied research
aimed at developing a solution to a real-life problem. It combines academia and practice and
thus produces relevant research findings in the areas where no recognized theoretical models
exist. In this sense AR is suitable to analyze new phenomena in complex social settings and
therefore very promising for IS domain research types.

The idea of AR was introduced independently by K. Lewin (1951) at Research Centre
for Group Dynamics at University of Michigan, who used AR in order to study social
psychology in context of field theory, and by a group of researchers working at the Tavistock
Clinic (Trist, 1976) who, when studying psychological and social disorders among veterans of
war and prisoners of war camps, developed an operational research version of AR. Later when
K. Lewin joined Tavistock Clinic these two distinctive methods have formed a more coherent
perspective.

AR is a generic name that refers to a class of idiographic research approachesl
expressing the following common characteristics (Baskerville and Wood-Harper, 1996;
Baskerville, 1999):

1. Research is aimed at getting a better understanding of an emerging social
phenomenon, which is complex and multivariate in its nature;

2. Research targets both: practical problem solving and getting scientific knowledge,
hence it is equally beneficial to the researcher and the organization;

3. The research process involves two elements: interpretive assumptions made about
observation and interventionist character of the action performed by a researcher;

4. Research is performed collaboratively by a number of different actors, who in the
end express their participatory observation;

5. The research process is cyclical and links theory and practice;
6. The acquired knowledge can be immediately applied,;

Despite of the fact that AR has its origins in social science it does not belong to the
mainstream research methods in this domain. However, it proved to be a popular and
successful research approach in information systems discipline, especially when considering

1 According to German philosopher, Wilhelm Windelband, idiographic research is concerned with analysis,
description of the concrete individual facts, whereas nomotetic is aimed at discovering and formulating the
scientific laws.
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European research tradition. Today, together with case study approach, AR belongs to the
mainstream research approaches in the interpretive methodological paradigm?2 in IS field
(Cole and Avison, 2007).

3. Examples of AR research in IS field

There is a variety of AR approaches presented in IS literature. In one of the most
frequently cited tutorial on AR, R. L. Baskerville (1999) distinguishes 10 types of action
research used in IS domain: canonical, IS prototyping, Soft Systems Methodology, ETHICS,
Multiview, action science, participant observation, action learning, clinical field work and
process consultation. He also specifies four characteristics of a research process: (1) process
model: iterative, reflective and linear, (2) structure: rigorous and fluid, (3) typical
involvement: collaborative, facilitative and expert and (4) primary goals: organizational
development, system design, scientific knowledge and training.

The subject of the analysis submitted in this section are the papers published in the
two top-ranking academic IS journals that may be considered as advocating3 for action
research: one American, i.e. MIS Quarterly, and one European, i.e. Information Systems
Journal published in the years 1977-2012. The paper was considered as AR-related when it
referred to this fact in its title, abstract or keyword section. The number of articles that
fulfilled this criteria accounted for 29.

AR projects described in the related articles were used to solve a high variety of
problems. They, however may be categorized into four groups: (1) system implementation or
improvement, (2) methodology introduction, validation or improvement, (3) organizational
analysis and (4) security/risk management (4).

The articles that belong to the first group include research projects aimed at system
improvement of inter-organizational system (Alen et al, 2000), development of groupware
support (Kock and McQueen, 1998; Davison and Vogel, 2000), development of internet retail
store (Vrechopolulos et al., 2003) and implementation of physicians’ profiling system to
monitor and benchmark physicians’ clinical practices and outcome (Kohli et al. 2004).

Other papers concentrate on the methodological aspects of the projects deployed. The
articles that fit in this group either introduce a new framework that enable client-lead software
implementation (Champion et al. 2005), apply a new methodology for strategy development

2 Referring to the typology of research approaches in IS domain proposed by Orlikowski and Baroudi (1991), i.e.
positivist, interpretive and critical, AR can be assigned to the second group. In the interpretive approach the
research process looks for scientific explanations of the causes of human actions. It is done through the analysis
of the coherence of the discourse, its subjective interpretation and its correspondence with common-sense
understanding of given phenomenon by the actors. The primary research object is the language that the actors
use. Interpretative approach applies hermeneutics, phenomenology, ethnography, case studies and the
observations of the actors in their natural environment. The social reality emerges in subjective manner, it is
however being made inter-subjective through human interactions. All activities have a predefined meaning and
are purposeful. The theory is purposed to help in the rational choice of the goals of the actions and the ways in
which social order emerges.

3 Some scientific magazines within IS discipline, as in the other disciplines, do advocate for a certain type of the
research to be published. This phenomenon is called a publication bias. Limiting the research sample to only two
magazines was determined by the two factors: the type of the research to be described (i.e. AR) and the limited
size of this paper.
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(Tang et al. 2004), design principles for competence management system (Lindgren et al,
2004), or validate a new methodology in the organizational context (Grant and Ngwenyama,
2003; Oates and Fitzgerald, 2007). The methodological aspects of the projects deployed are
presented also by Vidgen (2002). This paper, however, differs from the remaining articles in
this group, as it extends the AR framework specified by Baskerville (1999), i.e. Multiview.

AR was also used in order to analyze various organizational factors related to
information systems. Kohler et al. (2011) used AR to study the user experience in order to
identify design principles while Street and Meister (2004) investigated how small business
organization has developed IS enabled solution to address the organizational growth needs.
Other studies in this category and used AR in order to investigate systems success and failures
(Kaiser and Bostrom, 1982) or analyzing general and IS related organizational processes
(Martensson and Lee, 2004).

The last group of the papers which employ AR in their research methodological layer
are papers on system security or risk management. They treat on system security in general
(Straub and Welke, 1998) and in particular: R. L. Baskerville and J. Stage (1996) have used
AR to validate system risk analysis approach in prototyping situation, Inversen (2004)
analyzed the risks connected with software improvement while Smith et al., (2010) valuated
the system compliance with de jure security standard and Puhakinen and Siponen (2010) dealt
with trainings aimed at increasing the employee security compliance.

Analyzing the articles from a scientific rigor perspective it may be inferred that there
is no commonly accepted AR research framework. Some papers just refer to that fact by
giving a simple introduction to AR but neither give an specific name to this approach nor
describe in detail the framework they use (Kaiser and Bostrom, 1982; Kock and McQueen,
1998; Straub and Welke, 1988). Some other papers just give some generic characteristics of
AR used in the research and/or put more attention to the description of the research design
(Baskerville and Stage, 1996; Alen et al., 2000; Davison and Vogel, 2000; Vrechopolulos et
al., 2003; Kohli et al., 2004; Tang et al., 2004; Puhakinen and Siponen, 2010). It is therefore
difficult to find the research belonging to each and every category of the presented earlier
typology of AR approaches and characteristics of a research process (Baskerville, 1999). The
interesting group of papers constitute the articles referring to the AR characterized as iterative,
rigorous and collaborative (three first characteristics of research process) or which have used
the equivalent terms. These are the articles published by Grant and Ngwenyama (2003),
(Iversen et al., 2004) and Oates and Fitzgerald (2007). This category may also be
supplemented by a proposition of a new model of AR 1i.e. dialogical AR (Martensson and Lee,
2004). The papers that may be concerned as the most methodologically advanced are those
that refer to the recognized AR categories, i.e. Soft System Methodology (Champion et al.,
2005), Multiview (Vidgen, 2002) or canonical and/or explicitly indicating the process
characteristics i.e. iterative, rigorous and collaborative (Lindgren et al, 2004; Smith et al.
2010; Street and Meister, 2004; Kohler, et al. 2011). They may be considered as the best
examples of rigorous AR.

Within the research sample there were also 9 papers that did not present any AR-
related research project but were concerned with the discussion and improvement of AR
methodology (Darke et al., 1998; Braa et al., 2004; Davison et al. 2004; Mumford, 2006;
Chiasson and Germonprez, 2009; Davison et al., 2012; Mathiassen et al. 2012) or comparing
it with the other methodologies and paradigms (Siau, and Rossi, 2011; Lee and Hubona,
2009).

It 1s interesting to analyze the publications from the perspective of time. Considering
the publications containing AR research projects (20 papers within the data sample) it may be
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observed that the number of action research studies is growing. There is a significant increase
of publications after the year 2000: there is only 1 article published in 80., 3 in 90. and 16 in
the years 2000-2012. The recent publications are also more rigorous which testifies on
growing awareness of the scientific merits. When looking at AR methodological papers (9
articles within the data sample) almost all (with the exception of only 1 paper) were published
in the current century. This shows that IS community is interested in moving forward and
perfecting AR methodology.

4. Canonical action research

Despite of the relative popularity of AR in IS domain this approach has been criticized
by some scholars as lacking the scientific rigor and lacking the distinction from the consulting
(Davison et al. 2004). It is therefore very important to design the research process in a proper
way, in order to overcome the indicated shortcomings.

The distinction from the consulting can be assured by clarifying the research
objectives (Baskerville, 1999): (1) communicating the scientific motivation aimed at practical
problem solving, (2) articulating the commitment targeted at research community rather than
at client needs alone, (3) conveying unbiased collaboration, (4) expressing theoretically
justifiable recommendations and (5) obtaining the organizational understanding through
introduction of iterative learning process rather than in one-step analysis.

The scientific rigor can be guaranteed through the use of the most advanced type of
action research i.e. canonical action research (CAR). It may be distinguished from the other
types of recognized AR research i.e. Soft System Methodology or Multiview, which serve
mainly as approaches aimed at system development, as being more generic and flexible to
suite a specific research objectives.

The structure and process for CAR was proposed in the field of organizational
sciences by Susman and Evered (1978) and is being popularized and extended on the IS field
by Davison et al. (2004, 2012). This approach is characterized as rigorous, collaborative and
iterative research process and consists of the following five steps:

1. Diagnosis. The researcher and the practitioner (who jointly participate also in the
all subsequent phases of the CAR cycle) identify or define relevant problems and
their causes within the organization. They formulate and agree on the working
hypotheses and the research phenomenon that is the subject of study in the
subsequent steps of the CAR cycle.

2. Action planning. All necessary alternative actions that might lead to the problem
solution are specified.

3. Action taking. The course of intended actions define the details of the intervention,
which result in making relevant implementations.

4. Evaluating. The assessment of the actions taken as defined in the previous step.

5. Learning. Reporting on the results of the CAR cycle. Acquired learning should
contribute to both the theory and the practice. Depending on the advancement of
AR study, it may constitute the final results or the starting point to the next CAR
cycle.

The research process is rigorous when all research steps are properly designed and
executed according to the predetermined scheme within the research cycle. Rigor of the
research refers to both, the methodological and theory building dimensions of the study. It is
collaborative when there is a high degree of cooperation between academia and organization
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during the research, aimed at the elaboration of the shared outcomes which satisfy both
parties. In order to fulfill the requirement of the process being iterative, the research cycle (all
5 steps) needs to be executed at least two times during the study. Davison et al. (2004)
advocate for strengthening the rigor and relevance of AR in the IS domain. They propose to
extend the “classical” CAR by the following principles:

1. The principle of the researcher-client agreement which is purposed to establish a
solid basis for a CAR study for all stakeholders. It facilitates assuring the rigor and
the relevance of the study and helps to establish specific research objectives, data
gathering methods and evaluation metrics for the whole project.

2. The principle of the cyclical process model imposes the sequential project
execution in a systematic manner. Running several numbers of cycles helps to
better understand the context of the organizational problem and apply relevant
theories.

3. The principle of theory4 considers a variety of theoretical perspectives used in the
diagnosis and learning stages. The theory is used to frame the analyzed problem
and to conduct the intervention.

4. The principle of change through action contributes to rigor and relevance by
ensuring that planned actions follow from the hypothesized causes and they are
intended to improve the organizational situation. Proposed changes need to be
grounded in the rigor of theory and be relevant to the organizational reality.

5. Principle of learning through reflection ensures that both parties explore what they
have learned. Researchers focus on theories (how they need to be modified) while
practitioners focus on how the proposed theory-based solutions are relevant to the
similar problems in the future.

Each principle is described by detailed criteria (approx. 6 per principle) which
constitute specific guidelines allowing to carefully form the motivations to the research and
design the research process itself.

5. Conclusions

Although AR is a marginal research method in social sciences it became relatively
popular in the IS domain. There are several reasons for this situation. First, it is the nature of
IS phenomenon, which is complex, multivariate and diverse. Second, the function of IS as an
applied science discipline is to solve practical problems. On top of these reasons is the third
one: the need to simultaneous contribution to the scientific rigor and the practical relevance of
the conducted discovery and acquired results.

Studying the character and trends related to AR in the IS publications it may be
inferred that this approach is being used to solve various organizational problems and that the
concept is advancing quantitatively and qualitatively. The number of publication has
significantly increased over the four past decades. The published papers advance also in their
quality. The publications from the current and the past decade are rigorous relevant and

4 The in-depth discussion concerning the role of the theory in CAR is presented by Davison et al. (2012). The
authors performing a critical analysis of recent CAR methodology, indicate four challenges of CAR. These are:
challenge of diagnosing the current situation, challenge of planning interventions and organizational changes,
challenge of evaluating the impact of an intervention and challenge of the nature and role of theory in CAR.
They admit that all challenges are theory-related and give the guidelines how to overcome them.
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present a high quality academic research. The same degree of advancement in quantity and
quality concerns two publication types: research projects illustrating the use of AR in the
organizational settlements and the methodological papers discussing and advancing merits of
the AR research.

The development of AR points at the use of canonical version of action research (CAR).
This particular type of AR is rigorous, collaborative, iterative and flexible enough to be
appropriate to solve a vast majority of complex organizational problems with the sufficient
scientific rigor and relevance to practice. Using AR in general and CAR in particular will
certainly help to bridge the gap between the academia and the business, as the main
characteristic of this approach is to equally fulfill their distinctive research objectives.
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ABSTRACT

The article describes the importance of IT support in managing sales and shipping of coal
in OKD a.s. (producer of hard coal and coke in the Czech Republic) as an important tool
for increasing competitiveness. Customer demands for compliance with the quality
parameters of coal and coke are constantly rising and due to competition from suppliers from
foreign countries (Poland, China...) there is also downward pressure on the prices. Without
IT support in terms of information systems linking the entire chain of stores - planning -
production — sales, it is no longer possible to succeed on the market. In the 90s, there were
local sales management systems introduced in several of OKD’s mines. Later,
a comprehensive sales management system was implemented (in 2002-2005), which
integrated and significantly simplified management activities. During the ten years
of operation, the system has proved to be successful and, in addition to a comprehensive
overview and more effective sales management, it has also brought significant savings. One
of the problems that needs to be solved in the operation of such a complex system, is the
tendency of some users to carry out part of their work using the so called “end-user
computing”. It may bring short-term effect, when the part of the users in the management
process has the necessary information, but in the long-term and strategic perspective, it leads
to storing information outside of the information system, which may consequently create
problems. In the article, we outline the types and reasons of end-user computing and possible
solutions in the field of IS (ERP), and also in the area of proper distribution
of responsibilities and their observation in the organizational structure of the business
department.

KEYWORDS:
Coal and coke quality parameters, sales control system, coal mining, end user computing

1. Introduction

Quality control in the production of black coal and coke is one of the main activities in
coal mining and processing. Meeting quality parameters required by customers is crucial for
the economic performance of coal and coke producers. The only producer of black coal in the
Czech Republic is OKD, a. s. (joint stock company). Nowadays, the company operated five
deep mines and four coal preparation plants (Darkov, CSM, Karvina, Lazy) where raw coal is
processed. With 12,000 employees and an annual production of 11 million tons of coal, it
belongs among the largest employers and companies in the Czech Republic. All coal mining
and coal processing facilities are situated in the Ostrava-Karvina region.

Extracted coal varies in its quality parameters and various categories of coal are
available on the market. Nevertheless, black coal can be divided into two main categories -
thermal coal and coking coal.
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Thermal coal is of lower quality and is used to produce heat or in power plants to
generate electricity. The quality of thermal coal depends on ash content, water content,
calorific value, and sulphur content. The most important parameters are ash content and
calorific value. For thermal coal, the values of these parameters must fall within a specific
range. If ash content (the content of non-combustible components) is too high, calorific value
is lower. If on the other hand ash content is low, calorific value may be too high which may
damage boilers.

Coking coal has significantly higher quality. It is the feedstock for the production of
coke. From the economic point of view, coke constitutes a much better product because it is
sold at a much higher price and brings significantly higher profit. The aim of a mining
company therefore is to produce the maximum amount of coking coal of the highest quality.
In addition to ash content, moisture content, sulphur content, and calorific value, the quality
parameters for assessing the quality of coking coal include also coking parameters such as
swelling index and dilation [3].

Coke is produced by the pyrolysis of hard coal at high temperature (above 1000 °C) in
the absence of air. Due to its high calorific value, coke is used in metallurgy and foundry
industry. In the Czech Republic coke is produced by company OKK-Koksovny a.s., which is
a subsidiary of OKD. OKK is currently the largest producer of foundry coke in Europe [1].
Coke produced by OKK-Koksovny can be divided into three categories: metallurgical coke
(blast furnace and foundry), heating coke (nut 1 and 2) and technological (peas and dust). In
terms of business economics, the most important is the production of foundry coke. It’s used
in facilities for the production of cast iron and for the production of basalt-based insulation
materials. Closely watched quality parameters of foundry coke are: water content and contents
of ash, sulfur, phosphorus and volatile substances. Other important attributes of coke are:
calorific value, compliance with grain size, contents of undersized coke and mechanical
properties of coke such as strength (micum) M40 and abradability M10. Concerning the blast
furnace coke, coke reactivity index CRI and coke strength after reaction index CSR are
important as well.

Quality control and management of produced coal and coke is absolutely vital for the
fuel sales on the market, and therefore for the economic results of OKD.

2. Monitoring and control of quality parameters

In the past, the methods used for controlling the quality parameters of coal were rather
limited. Exploration drilling was carried out in individual coalfaces. The qualitative
parameters of extracted coal were estimated and a mining plan was drafted for the period of
one year. It allowed creating a rough plan of extraction which could be harmonized with the
customers’ requirements so that contracts for the supply of coal could be concluded. In
addition, it is possible to control the quality of coal to a certain level during the process of
coal preparation. This type of quality control is carried out in the laboratories of the
Department of Quality Control (DQC). Here, coal samples are analyzed with relatively high
accuracy, but the analysis is time-consuming and it concerns only the final products of the
preparation process. Quality control during production was therefore possible only on the
basis of estimations and experience.

More sophisticated control of quality parameters was possible only with the advent of
computer technology, and particularly after the introduction of the on-line measurement of
quality parameters, especially the continuous on-line radionuclide ashmeters and hygrometers
produced by Enelex, Berthold or Wilpo [4]. In the mid 1990s, all the coal preparation plants
were equipped with continuous sensors and automatic regulation of plant technology units
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(flotation, heavy liquid treatment, jigging, sortation, and dewatering). Between 1997 and
2002, the coal preparation plants were also equipped with information and control systems
[2].

Automation and automatic control allowed establishing technological units in the
preparation plants for coal homogenization which are used primarily in the production of
thermal coal. The main objective of homogenization is to stabilize ash content in thermal coal.
If the ash content of produced coal exceeds the desired limit, higher quality coal is added in
the required ratio. On the other hand, if ash content decreases significantly, the waste products
of other preparation processes are added to the raw material. This leads to the artificial
degradation of produced thermal coal while reaching the desired quality and utilizing the
otherwise unsalable waste material produced during coal preparation, for example the
intermediate product of jigging. Automatically controlled processes also allow the utilization
of coal slurry stored in lagoons near coal mines. In the past, slurry was the waste product of
coal preparation and presented a considerable environmental burden for the landscape. At
present, slurry is excavated from the lagoons by suction dredgers and added to the
homogenization line.

All OKD coal preparation plants are now equipped with an information system which
allows on-line control of the most important quality parameters through the use of
information obtained from continuous ashmeters and hygrometers. Based on these data, the
software of the information systems calculates trailing average and analyzes trend. In this
way, a timely notification can be issued for the loading line operators informing them that the
values of quality parameters may get out of the required ranges which would result in a failure
to meet the loading parameters of a specific order or purchase agreement. The operators are
thus able to perform control actions already in the course of the technological process of
preparation, e.g. to use raw material from different silos or different treatment technologies, or
to use one of the homogenization technologies. In the past, when managers and technologists
at the preparation plants did not have any information systems, exceeding quality parameters
was often discovered only after loading when coal was already in wagons.

The deployment of information systems, sensors, and automation tools allowed plant
managers to control the quality of coal during technological processes. It has resulted in
significant economic effects on the production of coal:

e There has been a reduction in the number of operating staff.

e Timely information about significant deviations from the required quality
parameters has allowed for corrective action in the course of coal preparation.

e The quality of production has stabilized significantly.

e Work efficiency has increased (as a result of the on-line control of staff
performance with the possibility to review the course of production).

On the other hand, the operation of coal preparation plants has become dependent on
the functioning of the information system. Without the system, it is no longer possible to
ensure the required quality of coal production within a given range. [3]

In 2002, a comprehensive information system called “Odbyt BOS* was deployed
(authors Danel and Skotnica; the name of the system consists of the Czech word for sales and
the name of the company for which it was originally developed) at BOS, the predecessor of
the present-day OKD Business Department which is responsible for all business activities of
OKD. The system Odbyt BOS integrates information about loading and dispatch of railway
wagons from all OKD preparation plants with the information system of the carrier OKD
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Doprava, a. s. (AWT since 2010) and with the ERP information system of OKD (SAP R/3)
which is subsequently used for invoicing and balance processing.

At present, the sale of coal and coke in OKD is still managed with the information
system “Odbyt BOS”. The original plan for further development of the system, which was
formulated in 2001, was influenced by structural and ownership changes in OKD, particularly
by the change of OKD structure in 2005 and the change of OKD owner in 2008. The private
owner, New World Resources, puts emphasis on the operation of the company to maximize
profit which also leads to the optimization of business and management processes. Today,
these processes cannot be performed without high-quality information support any longer. In
the late 1990s, ATP Soukup s .r. 0. (Ltd.) developed separate information systems for DQC
laboratories which allow recording and evaluation of performed analyses and printing fuel
quality reports which are mandatory documents required by both customers and coal carriers.
Information on the analyses including trend analyses and balance statistics are also available
to production plant managers. [3]

The information system Odbyt BOS has been connected with the local information
systems of the DQC laboratories at individual coal preparation plants, which allows
centralized recording of coal quality parameters for all coal dispatched from OKD.

In 2005, central dispatch for expedition and sales of coke was created. Later it was
integrated into the information system “Odbyt BOS”. Initially, coke plant Jan Sverma (now
already closed) and then coke plant Svoboda were integrated. Figure 1 shows us the main
processes of fuel sales at given level of resolution.

Carrier — OKD Shunting empty
Doprava (AWT) wagons

A

A \

Preparation plant
— coal preparation

A

— Loading
required category @ — — —
Loading plan — A
required quantity
and quality Y
A DQC Laboratory —
sampling and
analysis o Y
= — _| Train dispatch
Business ‘- — and shipping
Department documents
printing

Figure 1 Scheme of coal dispatch subsystem

Currently, we’re addressing tighter integration with information system of our
transport contractor (formerly OKD Doprava, a.s., now AWT), where at the beginning of
2013 the information system ISDL by OLTIS company (replacing the outdated system
,Zelezni¢ka* by the Adamsoft company introduced in early 90's) was implemented. New
information system, named DISC, used by CD Cargo’s dispatching centers is in the process of
implementation since February 2013. We are also considering using the RFID technology for
tracking wagons.
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Figure 3 SAP - Daily Loading Programme

Employees of sales department, quality control, transport and billing do access the
most important features of ERP of the SAP system via the main menu ,,Dispecink odbytu*
("Sales central control™), as shown in Figure 2. In accordance with job title, users are given
the appropriate authorization for accessing certain features from the main menu. The relevant
transaction (program startup in ABAP language in the SAP system) can also be executed from
a text field by typing the name (code) of the transaction. SAP's Program of the day interface
(Figure 3) provides means to check the course of the planned loading and to make changes in
the loading plan. One of the most important entities in the process of fuel sales is the wagon
sentence containing one of the main attributes — the railway carriage number. Main
characteristic for trucks (LKW) is RZ (Registration number of the vehicle, formerly Motor
vehicle number plate (SPZ)). The SAP also allows users to create custom reports, which are
mentioned below in the section on End User Computing.
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3. End user computing

With the introduction of any ERP information system, it’s expected that the activities
of end-users will be carried out only within the IS and that end-users, as part of their job
activities, will have very little use of Office applications (especially MS Excel) because
outputs and information presented by office software will be replaced with the appropriate
outputs from the IS. Yet it often doesn’t happen. Let's take a closer look at reasons, why are
these activities exercised outside of the IS, and try to determine their causes, respectively
consider their necessity and consequences.

3.1 Categories of End user computing

3.1.1 Inertial (habitual) EUC

Many activities practiced outside of IS happen because of their long-standing inertia
and historical background. Users create variety of reports and spreadsheet calculations simply
because it’s always been done this way, and for some customary reasons, users don’t want to
give them up and simply reject the fact that this kind of work isn’t demanded from them and
doesn’t benefit anybody (including the users). In the worst case scenario, even the printed
copy is created and filed into binder, thereby increasing the expenses on office supplies and
space for storage. EUC of this type is highly undesirable.

3.1.2 EUC due to unfamiliarity with the IS

User creates reports outside of the IS. These reports are based on various reports
generated from the IS and the information is then analyzed and sorted in MS Excel
spreadsheet, while not knowing that such a report can be tailor made by choosing various
attributes directly in the IS. A report can be saved under user's username in the SAP system.
This includes report protection, and if necessary, there’s an option to export the report to MS
Excel.

The reason for EUC, in this case, rests in insufficient training of the users. If the user
1sn’t downright “nosy type” and he doesn’t get acquainted with the IS himself, he often
cannot figure it on his own. Also, user documentation covers IS only on general level and
doesn’t cover all the aspects of IS in detail. Many users don't even know where to download
the documentation.

3.1.3 EUC due to incorrect analysis during implementation of the IS

User doesn’t have the option to create the desired output, because IS doesn’t allow it,
and so the user is forced to use different tool. In this case, the error resides with the analysis
of user needs during the implementation of IS. Error might occur in the lack of
communication between the user and the implementation team. User either didn't clearly
formulated his demands or the analyst inappropriately or inadequately inquired about those
demands, and therefore certain feature wasn't created. Particular gap can be corrected and the
required feature can be added at any time, in accordance with the contractual terms between
the provider of IT services (ERP administrator) and the Company.

3.1.4 Authorization and EUC

Specific case occurs when it’s technically possible to extract the required information
from the system, but the user isn’t allowed to do that due to insufficient access rights to
particular module of the IS. The employee doesn’t have, under the authority of his job title
(assignment), the authorization to access that part of the IS, but he needs to obtain the data.
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Then the user resorts to collecting the data from the employees with different competencies
and he creates various reports and outputs using office applications. This is mostly done at the
behest of superior, respectively following superiors’ requirement of a specific set of data. The
solution is to extend the authorization for the user to access a particular module or segment of
the IS (mostly "read only"). Thereby the user can access the data and he’s allowed to create
reports and export the data.

3.1.5 EUC and IS data request processing time

If it's necessary to obtain large amount of data from the IS, i.e. many attributes and
records concerning a longer period of time (usually several years), then this request can take a
very long time and the user has to wait for the requested output. For these reasons, the data
and follow-up surveys are also conducted outside of the IS. The purpose is to get fast
response to user's request. Data acquired by EUC are also accessible in times of scheduled
maintenance or downtime of the IS.

3.1.6 Necessary EUC

This form of EUC covers areas that the current IS is not able to. In terms of OKD, it is
e.g. scheduling of loading and sales of coke produced by OKK Koksovny. Given the
specificities of technology for production and dispatch of coke, the "Systém odbytu paliv"
("Fuel sales system™) cannot be fully applied, because it was created for the shipment of fuel
from mining plants. For mining plants it's usual to expedite the product on same day it was
produced. Coke plants are different, loading (production) takes place for several days and then
the product is expedited. It means that there are two basic processes - production and
shipping. Therefore an MS Excel application with the use of VBA was created. The
application is capable of putting the production process (in relation to the subsequent
dispatch) into algorithms and is also able to ensure additional subroutines associated with fit,
such as: ordering transport contractor's wagons, loading plan, dispatch sheets, etc.
Transmission of the shipping data to the IS SAP is taken care of by ,,Systém odbytu paliv*
(,,Fuel sales system®).

Another necessary EUC is caused by data from external companies (transport
contractors, shippers, etc.), that are not connected to the OKD information system. Example
of such a company is CD-Cargo from which we receive a notice on broken-down delayed
wagons or ZAN (information on the prohibition of loading due to transport obstacles on the
route).

3.2 EUC consequences

Given that the current ERP SAP/S3 OKD was implemented in 2002, there has been a
long time, during which much has changed. Previously sufficient IS features were gradually
revised according to the new requirements, but it is still just a modification of the existing
system. The present time calls for more information to be contained in the IS (both on outputs
and inputs).

In the area of fuel transportation, the intermodal transportation is taking over the
conventional railway transportation. For example, customers now require specific supplies,
with two containers placed on one rail chassis while each container contains a different kind
of goods for two different end users. After reaching the designated railway station, goods is
then transported by trucks. Current information system is not prepared for such an option and
so every shipment demands manual IS intervention from an IT employee. Also, with the
development of truck transportation (LKW) more loading sites (which have insufficient or
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virtually none network infrastructure) appeared, and virtually no information is transmitted
directly. Instead, information is transmitted by the means of faxes and mediated e-mails.
Feature for the issue mentioned, as well as for printing CMR sheets (CRM is Convention on
the Contract for the International Carriage of Goods by Road), is not implemented in the
system and therefore it would be advisable to upgrade the system.

Also the administration of code list of customers, payers, transport contractors, etc.,
should be transferred from the IT department to a point, where the user himself can create
new item according to established rules. There is also archaic terminology being used in the
current system and it’s incorrectly assumed by new employees.

This is just a small list of issues the current IS already can't cope with causing
undesirable end-user computing necessity. For this reason, it’s needed to re-analyze all the
current processes in fuel distribution area, suggest new solutions and within that consider a
complete redesign of the existing IS. However, given the current economic recession and
large worldwide fuel prices decline, it is unlikely that release of funds for such an extensive
modification will be done.

4. Conclusion

It’s up to the discretion of each user to consider whether it’s really necessary to use an
application outside of the information system. Whether there isn’t an alternative to achieve his
goals directly in the IS. In most cases it really is, but we continue to fill our hard disc drive by
files that fall into oblivion and which are essentially duplicate reports from the enterprise
information system. Extreme case of EUC is creating additional printed copy and filing it into
binder, thus increasing requirements for backup and archiving capacity. Also without EUC,
the users would save a lot of time that they should devote to their major scope of employment.

The company should place greater emphasis on training users (including those in
managerial positions) on working with the IS. More hours of user training is dedicated to
office software than to the information system. Also, during the implementation, users should
clearly specify their requirements in order to avoid necessity of implementing additional
features and modifications by the time the system is already running. Also, it has been 11
years since the introduction of information system SAP in OKD (sales management system
was introduced even earlier) and demands on the system change dynamically, so that what
once was enough is no longer satisfactory today.
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ABSTRACT

The paper addresses business process modeling with the focus on value modeling, utilizing
UML and ORM (Object-Role Modeling) notation. REA (Resource Event Agent) value model,
which represents business process model in value modeling framework, is traditionally
presented by UML notation. ORM notation is in many ways more specific notation than UML
notation with direct relation to ER diagrams. The core of the paper is to present both
perspectives and illustrate their comparison and evaluation on a concrete example.

KEYWORDS:
Business process modeling, object-role modeling, REA ontology

1. Introduction

Business process modeling is currently the best way to understand an enterprise. The
next step is to design an appropriate database structure for the specific information system
that supports some activity from the concrete business process. The quality of a database
application crucially depends on its design. To help ensure correctness, clarity, adaptability
and productivity, information systems should be specified at the conceptual level first, using
concepts and language that designers and customers can easily understand (Halphin 2001).
The Unified Modeling Language (UML) was predominantly focused on object-oriented
programming and can be used for database design as well assuming stripping of object-
oriented implementation details. Specifically the class diagram provides an extended Entity-
Relation (ER) notation that can be annotated with database constructs. UML’s object-oriented
approach facilitates the transition to object-oriented code. Object-Role Modeling (ORM) that
represents a fact-oriented approach provides a better way to capture and validate data
concepts and business rules with domain experts. ORM also focuses on structural changes in
the application. By omitting the attribute concept, ORM allows to communicate in simple
sentences. ORM diagrams (pictures) simply capture the world in terms of objects (entities or
values) that play role (parts in relationships). ER notation as well as UML notation allows
relationships to be modeled as attributes. ORM models the world in terms just of objects and
roles, and hence has only one data structure — the relationship type. As a consequence, ORM
diagrams take up more room than corresponding UML or ER diagrams.

The structure of the paper is as follows: In Section 2, REA value model representing a
business process is described. Object-role modeling, its basic features and possibilities for
utilization is presented in Section 3. Section 4 addresses the concrete example of ORM
application on REA value model. Section 5 discusses achieved results and Section
6 concludes the paper.
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2. REA Value Model — Business Process

The REA ontology belongs to value modeling business ontologies and links together
business process modeling with underlying economic phenomena. The REA ontology
benefits from the presence of a semantic and application independent data model, an object-
oriented perspective, and abstraction from technical and implementation details. In addition to
other aspects, it offers full traceability of all activities that influence the value of the
enterprise’s resources. That enables the possibility to calculate the value of the enterprise’s
resources on demand. Furthermore, the REA ontology contains rules for formulating well-
formed models of enterprise processes (Dunn 2004). The goal of the economic agent’s
processes is to increase the value of its economic resources. All well-formed REA models
obey a fundamental rule, that there is no increase of the resource value for free, that is, for an
economic agent every increase of a resource value is always paired with some decrease of the
value of some of its resources (Hunka 2011). This fundamental feature of every REA model is
that it answers the question why an enterprise performs a given activity. In other words it
explains why the economic events occur (Hruby 2006).

The REA value model represents a model of a business process and creates a principal
view provided by the REA ontology. The operational level is created with three kinds of
entities, an economic resource, an economic event and an economic agent. An Economic
Resource is a thing of given value that is scarce, and has utility for economic agents.
In business applications, economic resources are changed or converted for another economic
resource. Examples of economic resources are products and services, money, raw materials,
and labor. An Economic Agent is an individual or organization capable of having control over
economic resources, and transferring or receiving the control to or from other individuals or
organizations. Examples of economic agents are customers, employees, vendors, and
enterprises. An Economic Event represents either an increment or a decrement in the value of
economic resources that are under the control of the enterprise. Some economic events occur
instantaneously, such as the sale of goods; some occur over time, such as rentals, labor
acquisition, and the provision and use of services. Apart from entities, the REA value model
declares relationships between both different entities and between entities of the same type.
The most important of these relationships is the duality relationship that links decrement
events with an increment event.
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Economic decrement ‘ increment Economic
Resource kreservationy| Commitment «reciprocity»| Commitment «reservation Resource
Type Type

«party» «clause»-
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F — . —«duality»— —
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L<<receive»“

i providi
Economic «receivey

| Agent provid Economic
Agent

Fig. 1 REA exchange value model - business process

The policy level of the REA exchange model (Geerts, McCarthy 2006) is created with
a Contract, Commitment, Resource type, and Agent type. The Commitment is a promise or
obligation of economic agents to perform an economic event in the future. Examples of
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commitments in exchange processes may be a promise or obligation to sell goods and receive
payments. Each commitment is related to an economic event through a fulfillment
relationship. Decrement commitments relate to increment commitments by the reciprocity
relationship. A contract is a series of things or activities that should be done during a given
time interval. In short, a contract is a collection of increment and decrement commitments.
Fig. 1 illustrates general exchange process.

3. ORM in a detailed view

Object-Role Modeling is a conceptual modeling method that views the world as a set of
objects that play roles (parts in relationships) (Halphin 2001). For example, you may play a
role of walking in the country (a unary relationship involving just you) or you may play a role
reading this paper (a binary relationship between you and the paper). Thus a role in ORM
corresponds to an association-end in UML, except that ORM also allows unary relationships.
The main structural difference between ORM and UML is that ORM excludes attributes as a
base construct and treats them instead as a derived concept. Conceptual schema using ORM
specifies the information structure of the application in the forms of: fact types that are of
interest; constraints on these; and derivation rules for deriving some other facts.

A fact (or an instance of a fact) is a proposition that is taken to be true by the relevant
business community. A fact type is a kind of fact that may be represented in the database
(Dietz 2006). The constraints represent constraints or restrictions on populations of the fact
types. The derivation rules include rules that may be used to derive new facts from other
facts.

Employee

empNr

empName

title

sex

isSmoker: Boolean
birthPlace
socialSecNr
passportNr

Employee

’ )
SociaISech)
| S —

’ )
PassportNr)
| S ——

Fig 2 ORM relationship types and UML class description; source [own]

The ORM model (left part of Fig. 2) indicates that employees are identified by their
employee numbers. The top three roles (EmpName, Title and Sex) are mandatory roles. This
is indicated by the black dots at the Employee square. The other black dot where two roles are
connected (at the bottom of Employee) is a disjunctive mandatory role constraint indicates
that an employee must have a social security number or a passport number or both. The
uniqueness of constraints (cardinalities in UML) indicates vertical lines over the roles. In Fig
2 it means that empNr, EmpName, Sex, and Country is unique for each employee. Two
vertical lines over each roles (SocialSecNr, PassportNr) indicating that each employee
number, social security number and passport number refers to the one employee at most. The
dashed line over e.g. PassportNr indicates that this is a value not an object.

4. Concrete example
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This chapter describes and illustrates ORM diagram of the REA value exchange model,
see Fig. 3. As a basis for this diagram the REA value exchange model was utilized, see Fig. 1.
From the first sight it is obvious that the ORM diagram is more room consuming than the
REA value model depicted utilizing UML notation. This is brought about by the fact that in
ORM, all data attributes are expressed in the form of their roles. Contract represented by the
ContractID is composed of increment and decrement commitments. Increment and decrement
commitments are related by exchange reciprocity relationship with m:n cardinality. This
cardinality is indicated by the vertical line over both roles. Each commitment is related to the
value of the Amount. Apart from, each commitment is related to the corresponding Actor,
Resource and Event. All relationships are expressed in the form of roles, particularly binary
relationships. Increment and decrement events are related by exchange duality relationship
with m:n cardinality. The purpose of the exchange duality relationship is to keep track of
which resources were exchanged for which others. The fulfillment relationship relates
corresponding commitments to corresponding events. Each event is related to the
corresponding resources and actor. Contrary to commitment, an event records real value
achieved during exchange process. The real values are represented by amount and date.

5. Discussion

The main goal of the paper is to utilize ORM technique for describing the REA value
model that is traditionally depicted by UML notation. Although the paper starts with business
process modeling it also stresses the database design as the database provides structure and
functionality for usually all software applications dealing with an enterprise. The REA value
model plays a principal role in the REA enterprise ontology. This ontology is closely
connected with object-oriented approach and that is why it utilizes UML notation for business
process modeling. UML can offer a more compact notation, especially for the design of
object-oriented software, and includes several mechanisms for modeling behavior. ORM
notation belongs to the other techniques focused on data modeling, in particular conceptual
data modeling. It was generally founded to be more expressive graphically, simpler, easier to
validate and more stable. For data modeling, ORM offers several advantages at the conceptual
analysis phase, while UML provides greater functionality for specifying a data model at an
implementation level suitable for the detailed design of object-oriented code. Hence it seems
worthwhile to provide tool support that would allow users to gain advantages of performing
conceptual modeling in ORM, while still allowing them to work with UML.

6. Conclusion

Apart from traditional entity relationship approach for modeling database application
there are other popular techniques mainly the Unified Modeling Language (UML) and
Object-Role Modeling (ORM). Comparative evaluation of these approaches indicated that
UML has benefits for object-oriented code design, which includes greater functionality for
specifying a data model at an implementation level suitable for the detailed design of object-
oriented code. On the other hand, ORM technique has advantages in conceptual analysis
phase, particularly semantic stability, and graphical expressibility. For this reason a complete
development cycle may well profit by using ORM as a front end to UML.
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ABSTRACT

Internal Continuous Monitoring (CM) and Continuous Auditing (CA) has become an
inevitable trend in current banking business environment. Computer-aided auditing systems
are widely used to complete this task in banks with geographically distributed branches. This
increases operational risks relating with information protection in the information systems of
the bank and at the transmission of information through aggressive environment - the
Internet. Information safety CM / CA in the bank is based on confidentiality, integrity and
availability of information. To select security system for these three postulates bank must
analyze channels of information leakage, to determine the levels of control and choose one of
the two options of protection: channel protection or protection the perimeter.

Safe work of CM / CA systems is reduces to decision three questions: first, should be given the
rights to review any document for external users with the profile of the auditor; secondly,
protect information from reading with the possible interception; thirdly, protect from leakage
on the auditors computer. These problems can be resolved by using the proposed three-tier
model of information security controls in CA / CM systems of Bank.

KEYWORDS

Information system, continuous monitoring, continuous auditing, operational risk,
information security, bank, geographically distributed offices

1. Introduction

In the process of quality management in banks important role to play processes of
Internal Continuous Monitoring (CM) and Continuous Auditing (CA). Distributed systems of
Internal CM and CA are widely used in banks with geographically distributed branches. This
increases operational risks relating with information protection in the information systems of
the bank and at the transmission of information through aggressive environment - the Internet.

The internal auditor must have an access to almost all the information of the bank, he
controls all the processes of the bank. Activity of internal auditor deserves special attention
for purposes of security provision, because there is a possibility of information
misrepresentation,  falsification, indirect  addressing, unauthorized  destruction,
misauthorization of payment documents [1-2].

Information security in the work of any bank is based on privacy, integrity and
accessibility. To select the system for protection of these three postulate, the bank has to
analyze the channels of information leakage, determine the levels of control, modes of
protection and choose one of two options of protection: protection of channel or protection of
perimeter. During the process of remote work of the auditor information security system must
grant him external access to any information and provide security in the process of remote
access. The conflict may arise between the requirements of the system of perimeter or channel
protection and the necessity to transmit data for the work of the auditor. Model of the access
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security during the process of conduction of the remote internal audit in the bank has to be
designed to resolve the conflict. This issue is considered and solved in the present work.

2. Security matters in the performance of the internal CM and CA

The process of internal CM and CA is carried out according to standards [3-6] and

may be divided into five types.

1.

Internal CM and CA of documentation of the bank quality management system.
The audit is performed by the auditors remotely. Documents are represented in
electronic form. It includes audit of configuration, contents of regulatory
documents and records. Main records considered by the standard 1SO 9001 are
inspected completely, records concerning business processes, standards of the
processes, employment position instructions - selectively. On the basis of reports
on business-processes estimation of quality relevant deviation of quality indicators
is estimated. In point of fact this sub-process deals with the confidential
information of few main processes, access to it has to be established remotely. Both
an auditor and a bank security officer (owner of the business process of the bank
information security) bear responsibility for the security.

Selective internal CM and CA of personnel and departments (surveys and
interviews). It is performed within the territory of the bank and embraces two
categories of workers: those responsible for fulfilling the requirements of standard
ISO 9001; representatives of managerial personnel and average executives.
Knowledge of main documentation, instruction, correspondence to the qualification
requirements, availability of documentation at the local level and access to all the
necessary electronic documents are examined selectively, among the individual
workers. At this stage there is a risk of illegal, selective copying while accessing
electronic documents. The auditor and the bank security officer are responsible for
the sub-process.

Selective internal CM and CA of the business processes. It is performed within the
territory of the bank. It includes supervision and survey of personnel on
correspondence with regulations of business processes, their specific performance
in the bank, inspection of availability of resources and the infrastructure for
business processes, conformity of documents with their authenticated versions. The
risk is in the fact that auditor may copy the data to his working laptop in order to
check them thoroughly in quieter surrounding. There is a risk of loss of this laptop
or copying data from it by the person concerned. The auditor and the bank security
officer are responsible for the sub-process security.

The customer satisfaction CM and CA. It is performed within the territory of the
bank and on the basis of channels of feedback by means of surveys. There is a risk
of illegal copying of personal data as well as deliberate falsification. The auditor
and the bank security officer should be held responsible for the sub-process
security.

Internal CM and CA of service quality in the operational offices, usually conducted
by the procedure "Mystery Shopper". When performing the internal CA it should
be taken into account that the auditor deals with all the information technologies
and systems of the bank. Main systems are:

— Automated bank system and supporting systems for automatization of business
processes;
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—  Software product of business modeling;

— CRM-system (Customer Relationship Management) - management of
relationship and interaction of customers;

—  Electronic document flow system;
—  Channels of self-service.

Person responsible for the functioning of such systems is head of the IT service,
though modern banks additionally use information security specialists for system maintenance
to provide security of informational flows and data. If a bank buys and installs the software
package for provision of security, the issue of integration of solution in security with the listed
systems arises.

For the protection against unintended and deliberate destructive interference it is
reasonable to include one more system that prevents information leakage, informs about the
violation of security policy, monitors all the interferences to other information systems and
can be considered as a guaranty of the information security of the bank. One of these systems
is a circuit of information security SearchInform [7]. Use of the circuit could solve lots of
problems connected with the peculiarities of performing of the internal audit because it could
provide channel protection of the bank information.

3. Levels of control under the remote access

If special ancillary measures are not taken, information leakage control system will
accept the work of an auditor under the remote access as a security violation.

The main aim of leakage protection is to identify the channel of leakage. Hereinafter
e-mail, internet access, use of local printer or network printer and removable data storage
devices should be considered such channels. There are three level of channels control:
primary, secondary and tertiary [8]. At the first level we operate on the principle of: to deny
access, to grant unilateral access, to grant bilateral access. Flash drives and compact disks are
as a rule monitored at this level. This level is considered as the most inefficient. Programs
that provide this service are not able to differentiate confidential information from public
documents. They work in the mode: grant/deny access. User can either complete the operation
via port or not. There is no content control, for example you cannot forbid copying of
confidential information and allow copying of public information to flash drives. The same
kind of thing happens on the workstation. If a worker has a permission to copy files to a flash
drive he can copy any information. Use of special flash drives with enabled function of
copying does not solve the problem.

If all the files, which are copied to flash drives, archived by the system to a special
archive for the further analysis, it is called shadow copying. As a rule, shadow archives of
each user are kept on the workstations. This does not make it possible to check the archives
and considerably slows down the work of a workstation. Furthermore, it doesn't prevent
information leakage but only registers it.

Secondary level of control is responsible for improper resource access by workers. It is
used when the worker has a legal access to information channel. For example, establishing of
quotas of printed documents enables to monitor the printing of extraneous documents that
worker makes in his own interest. Billing solution which controls traffic belongs to the
secondary level. Nevertheless, these functions are not related to information leakage, though
they are useful for any company or state establishment.

At the tertiary level all the data from outside the corporate network are verified. All the files
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undergo a content-control, attributes of the files (name, size, format etc.) are being verified.
This is the very level that is designed to prevent information leakage. In point of fact the level
of modern systems of corporate security is far from an ideal. Statistics shows this: about a
quarter of total number of information leakage is not identified. That means the leakage has
taken place but no one knows the way it has been done (apart from insider).

It should be noted that at the secondary and tertiary levels three working modes are
possible: archive, monitoring and active protection. Copying of all the information which is
beyond the perimeter of corporative network, and corresponding attributes (dispatch time,
data of the sender, data of the network, to which the information had been sent) is
characteristic for archiving. Checking of the archive is performed according to the
regulations.

Monitoring represents an archive which has a function of signaling of some events,
they may also be called incidents. Information before it is sent to the archive undergoes
content and attributes checking according to the set rules. Rules are set beforehand by the data
security officer by reference to the organizational security policy. If there is some coincidence
of the content or attributes for the set rules which means that a security incident takes place,
notification is being sent to the data security officer. As a rule, this notification arrives to the
definite address of the electronic mail (data security officer’s mail), an internet pager or SMS
can be organized. As a matter of fact monitoring is a real step ahead compared with the
archiving as it helps to define the insider, but nevertheless it does not prevent the leakage.

Active protection is the strongest mean against the insider’s attacks. At revelation of
transmitting of confidential information the suspension is carried out. Sending is possible only
in case of automatic confirmation for the compliance to the rules that are set for this sender.

Remote work for the internal auditor is characterized by two opposite trends. On the
one hand, auditor has the right of access to any documents and data of the bank. This can be
provided giving him the right of the access to them. For example, in the system of leakage
prevention auditor’s profile receives the right of access to all the data.

On the other hand, viewing those files has to take place outside the corporate network.
In such a way upon giving full access to the files, further actions of the auditor cannot be
controlled because systems of control are restricted by the local network. Sending is being
carried out through ambient environment where information leakage can take place.

4. Automatiozation of operating security of the Remote Auditor.

In such a way the safe performance of the internal auditor comes down to the solution
of three issues: first of all, it is necessary to give the right of viewing any document to the
external user with the profile of auditor; secondly, to protect the information from reading at
potential interception; thirdly, to provide the protection from the leakage on the auditor’s
computer. These tasks can be solved in the next model, represented at Figure 1.

Communication session of the remote auditor with the local network begins with
undergoing mutual authentication. At this point local network ascertains that it deals with the
remote auditor and the auditor ascertains that he will work with the local network. We should
note that in this situation the side which activates the process is represented by the auditor.
That is why for undergoing authentication he has to apply strict authentication, for which
purpose an electronic key — token can be used. No initial information from the auditor should
come out in the open form, hereby encryption is extremely necessary. That is why it is
necessary to synchronize token beforehand with the system of control of local network. For
this aim a set of special cipher tables can be used. Authentication corresponds to the primary
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level of control. At this level the archiving of communication sessions diary has to be made.
System administrator is responsible for the primary level. After passing the primary level,
auditor receives the rights of common user in the local network of the bank.

g - Confidential and zacret )
Localnetwork f’;ﬁ;ﬂfmﬁ;ﬁ; information of the
OrLza bank
of the Bank ; ) bank _
Profile control |, Network System Safetv officer
(Anthentication) Administrator =
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[ Content control ]
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encryption of the |

data packet for this
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I - oy

Bemote Auditor
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lﬂte-:mst attacker analyzis
shvirotneht module

Fig. 1. Model of automatization of security by the remote access.

At the secondary level the authorization of the remote auditor takes place, the access
to the bank resources is provided according to the status of the user-internal auditor. System
administrator is responsible for the level. He carries out standard operations of billing, fixing
quotas for time or volume, collects statistics. At this level it is reasonable to use monitoring
mode.

After receiving the access to the resources of the bank local network, internal auditor
begins his work. Before leaving the local network all the data has to be either encrypted
by the session key of the auditor or VPN-connection (Virtual Private Network) has to be
applied. System administrator of network is responsible for this. On the tertiary level data
security officer is responsible for the content control. To perform the operations of content
analysis the components of information security circuit have to be installed on the auditor’s
laptop, their set is the same as for any working station of the local network. Requirement for
exchange of information between modules of content analysis on the auditor’s laptop and
security centre which is situated in the local network is the same as for the data — information
has to either undergo encrypting or VPN-connection has to be used. For unification of the
process using VPN-connection appears to be more correct. In such a way from the point of
view of the data security officer the work of the remote auditor does not differ in any way
from the work of any user of local corporate network. That is why data security officer sets up
the modules which correspond to different information transfer channels: e-mail, printing
of documents, copying to the removable media, outgoing internet-messages in the same way
as if the auditor worked within the corporate network. At this level the strictest and the most
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effective mode of protection has to be applied — active protection which stops the operation of
information transmitting through the channel.

5. Conclusions

Modern systems of information leakage prevention are able to ensure content analysis

at the remote working mode of the internal auditor. For this purpose, special modules - agents
of channels security, have to be installed on auditor’s computer. Primary and secondary levels
of control have to be supported by the system administrator. That way, full automatization
of remote work security with the function of control of all levels can be provided.
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ABSTRACT

The scheme of internet transaction, based on cardholder’s on-line own code, and three
factors authentication during its realization are analyzed in the article. It is proposed to use
combinational hashing scheme as a method of increasing the level of security in internet-
payment system and implemented the evaluation of its quality.
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1. Introduction

Among the processes carried out in electronic payment systems the most vulnerable in
sense of security is payment card requisites transmission, which is used for cardholder
authentication. Since payment card requisites are actually open data embossed on the very
card and hence can be easily disclosed as the result of security rules violation, banks are
recommended to generate special code for internet payments (OOC — online own code) which
is to be attached to a card account and is aimed to substitute other requisites for cardholder
authentication and account balance checking when committing internet payments. The code is
dynamic since it is generated for every transaction. Apparently the introduction of OOC is not
sufficient for total security. Additionally hashing is utilized to counter data interception when
carrying out cardholder authentication [1].

2. Problem area description

Combinational hashing algorithm, which is applied to the data transmitted to an
internet payments system server in the process of cardholder authentication, involves the
input of two data arrays:

e data which is to be hashed prior to being transmitted to the server; in this case -
00C;

e hashing sequence (HSC — hashing scheme code).

Apart from OOC cardholder also gets one of hashing combinations - HSC. This
sequence is also known on server side, hence there is no need in transmitting it every time
when a transaction is committed. The schema involves the usage of 9 different hash functions
simultaneously (RSHash, JSHash, PJWHash, ELFHash, BKDRHash, SDBMHash, DJBHash,
DEKHash, APHash). Herewith all of them process the same input, in this case — string
representation of OOC. The outputs of all hash functions are concatenated to the single data
field 288 bits long (every hash function outputs 4 bytes data field, so total length of 9 outputs
comprises 36 bytes or 288 bits). The order in which these hash functions are called is defined
by Hashing Scheme Code (HSC). HSC is 9 bytes long string, every char of which represents
definite hash function.
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Generally the scheme of internet-transaction, in which the combinational hashing is
used, involves 10 steps:

1.

5-6-7.

10.

Cardholder sends SMS message to the processing centre of his bank in order to
obtain OOC.

Processing centre authenticates cardholder by phone number, generates OCC for
him and sends back to the cardholder with SMS message. From now OCC is
attached to the card account for the following transaction. OOC is to be
generated again for every further transaction.

Cardholder inputs required data: OOC for authentication and other data that
concerns some commodities purchase. OOC then is to be hashed with
combinational schema using all 9 hash functions (RSHash, JSHash, PJWHash,
ELFHash, BKDRHash, SDBMHash , DJBHash , EKHash, APHash ). This data
is sent to internet payments system server.

Server of an internet payments system receives hashed data and redirects it to a
processing centre of the issuing bank. Processing centre having all required data
recalculates hashed value and compares it with the received one.

If the comparison shows equality processing centre sends SMS message to the
cardholder for transaction confirmation. After transaction is confirmed by the
cardholder processing centre withdraws the demanded sum of money from the
client’s account.

Processing centre of the seller’s bank sends the respond that the sum is accepted.

Processing centre of the issuing bank sends to the server of internet payments
system a message that affirms that cardholder is valid and informs that money
transfer is committed.

Processing centre informs cardholder that money transfer was successfully done.
The transaction is over. (Figure 1).
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Figurel Combinational hashing of the authentication data in the internet-
payment system Source: own study
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It is apparent that both sides are to be able to calculate hashed value by the same
combinational schema described here. Payer generates hashed value on his side and sends it
to the other side. In its turn the recipient of the hashed value must recalculate it and compare
with the obtained one. The complete identity of both values is required for successful
authentication. Since hashed value must be calculated identically, both sides must have
identical software to do this. In order to be compatible with different software solutions the
code is compiled in the form of dynamically linked library (hashCascade.dll). Having some
HSC a solution may obtain the required hashed representation of any data (say OOC) by
calling the interface method of the library. The role of the hashing library in payment system’s
authentication routines is shown in the figure below ( Figure 2):

CLIENT’S SIDE AUTHENTICATION SIDE

ANSWFR

| | I |
I P | ! |
: PLUGIN M ' ; > PAYMENT SERVER (HASH1= :
| |

AR X 2 1 Hase i HASHL 1 ane | ] HsC HASH 2 i
: hashCombination.dll : : hashCombination dil :
- ___ 1 - ___ 1

Figure 2. Program authentication scheme with combinational hashing in
internet-payment systém Source: own study;Key: HSC - hashing scheme code,
OOC - online own code

Hashing schema quality involves two components — collision probability and
computational complexity. It is important for every hash function to have a negligible value of
collision probability. Given k randomly generated values, where each value is a non-negative
integer less than N. Given a space of N possible hash values, suppose you’ve already picked a
single value. After that, there are N-1 remaining values (out of a possible N) that are unique

from the first. Therefore, the probability of randomly generating two integers that are unique

N -1

from each other is: (1). After that, there are N-2 remaining values (out of a

possible N) that are unique from the first two, which means that the probability of
N-1 N-2
X
N
the probability of randomly generating k integers that are all unique is:

N-1 N-2  N-(k-2) N-(k-1) A)
N N N N

randomly generating three integers that are all unique is: (2). In general,

Since the probability of randomly generating k integers out of N that are all unique is

—k(k-1
determined by expression e% (4), the opposite possibility — possibility that not

all of them are unique — is complementary (that is the sum of two possibilities equals

to 1) and is estimated as 1 minus expression (4) result. That gives us expression (5):
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—k(k-1)
P=1-g 2v (5). Formula (5) can be approximated: P=1—¢~ X~ X ( 6 ). So for small

collision probabilities, we  can use the  simplified  expression:

—k(k -1 _
P =1—e—§N ) = k(|2<N Y (7). Furthermore, if it is talking about more than a handful

of k, there isn’t a very big difference between k(k-1) and k2. So the absolute simplest

2
approximation is just: P = :_N (8).

Having N and using expression (4) we can build hash collision probability graph. Here
is a graph for N=232. This illustrates the probability of collision when using 32-bit hash
values. It’s worth noting that a 50% chance of collision occurs when the number of hashes is
77163. Also note that the graph takes the same S-curved shape for any value of N ( Figure 3)[
4;6;7 1.

4 N\

Y OF HASH
OLL|ISION

(

PROBABILIT

\

Figure 3. Dependency of hash collision probability on number of 32-bit hashes
(N=232); Source: Hash Collision Probabilities, 2011, (online)
http://preshing.com/20110504/hash-collision-probabilities

We would like to admit that graph’s character is the same for any
value of N. The number of hashes with which collision probability
equals to 50% is important hash function quality index. Let’s calculate
its value for nine 32-bit hash functions: RSHash, JSHash, PJWHash,
ELFHash, BKDRHash, SDBMHash, DJBHash, EKHash, APHash. To

2
this end we solve the following equation: 0,5 = % => k=65536.

The obtained value k shows that if some 32-bit hash function generates 65536 outputs
there will be at least one collision among them with 50% probability. Naturally this value (k)
should significantly increase at the increase of N and should decrease at collision probability
decrease. The following table contains values of k for corresponding values of N and p.
(table 1). This is extended table, based on the table from [4].
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Table 1. Collision probabilities for hashes of different lengths; Source: Hash Collision Probabilities, 2011, (online)

http://preshing.com/20110504/hash-collision-probabilities

Number of hashes Collision probability
32-bit 64-bit 160-bit 288-hit (p)
77163 5.06*10° 1.42 *10%* 2.2301 * 10% 0,5
30084 1.97710° 5.55*10% 9.9732 * 10% 0,1
9292 609*108 1.71°10% 3.1538 * 10% 0,01
2932 192*10% 5.41°10% 9.9732 * 104 0,001
927 60.7 *10° 1.71°10% 3.1538 * 104 0,0001
294 19.2¥1068 5.41°10% 9.9732 * 100 0,00001
93 6.07 *10° 1.71°10% 3.1538 * 10% 0,000001
30 1.927108 5.41°10%° 9.9732 * 10%° 107
10 607401 1.71°10% 3.1538 * 10%° 108
192077 5.41°10%° 9.9732 * 1038 109
60740 1.71710%° 3.1538 * 1038 10 10
19208 5.41°10'8 9.9732 * 10% 101
6074 1.71710%8 3.1538 * 10%7 10 12
1921 5.41*10Y7 9.9732 * 1036 10 13
608 1.71710Y 3.1538~ 10% 1014
193 5.4171016 9.9732 * 10% 10 15
61 1.71*10% 3.1538 * 10%° 10 16
20 5.41°10%° 9.9732* 10% 10 Y7
7 1.7110% 3.1538* 10% 1018
9.9732 * 10% 10 -1°
3.1538 * 10% 10 -2
3.1538 * 1028 10 %0
3.1538 * 102 10 40
3.1538 * 108 10 %0
3.1538 * 10%2 10 -6
3.1538 * 108 10 70
3.154 10 80
10 10 8
3 10 -8

The table shows the number of hashes of some length needed to achieve collision
probability of the last column. Several standard lengths were taken for comparison: 32 bits
long hash result, 64 bits long hash result, 160 bits long result and 288-bit hashes. The latter is
concatenation of 9 32-bit hash functions. Every of those hash functions outputs 32 bits long
result. It is convenient for 32-bit hardware architecture but also tends to have higher collision
probability. It is apparent from table 1 that growth of hash length exponentially causes
collision probability decrease. The results for usual 32-bit hash function and those for
aggregated 288-bit one are especially contrast. For 50% collision probability the number of
288-bit hashes is as much as 2.8901*1038 times greater that the number of 32-bit hashes. It is
enormous number. On the other hand collision probability for 32-bit hashes exhausts on the
minus ninth order of magnitude (1 out of 100 millions), whereas for 288-bit hashes collision
probability can reach minus 86-th order of magnitude.

It 1s apparent that temporal complexity of the aggregated hash function algorithm
depends on temporal complexity of included hash functions. All nine hash functions are equal
in that that they possess linear complexity. That is execution time is proportional to input data
length. All of them contain one for cycle that iterates input string and all operations are
carried within this cycle. Those operations do not involve other cycles or recursive calls. They
mainly consist of comparatively simple numeric operations which take fixed time: addition,
multiplying, shifts, or, xor logical operations. Taking this we can state that time complexity of
the algorithm O(n)= xn, where n — length of an input string, x — some index. Since
computational complexity is calculated asymptotically (that is input length n tends to infinity)
we can define computational complexity of any hash function as O(n).
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The proposed hashing schema involves consistent calls of nine hash functions with
common input data. That is why time complexity of the aggregated hash function can be
defined as O(9n). Taking into account complexity’s properties this equals to O(n). On the
other hand it is clear that fixed number of calls of linear functions is also linear algorithm.
Hence we can conclude that temporal complexity of the proposed aggregated hash function
and that of other hash function are comparable and are equal to O(n). This means that
substitution of any of hash functions with the aggregated one must not lead to considerable
augmentation of computational resources usage. [ 4;5 |.

3. Conclusions

Hence the proposed internet payments transaction scheme does not involve payment
card requisites transmitting. This is achieved by introduction of dynamic OOC and its secure
transmitting to a server with the help of combinational hashing. Taking into account the
researches of the schema’s quality we can characterize it as follows:

e since every hash function is irreversible the aggregated has function is also
irreversible;

e aggregated hash function can process input data of any length;

e aggregated hash function is much more reliable. For 50% collision probability the
number of 288-bit hashes is as much as 2.8901*1038 times greater that the number
of usual hashes;

e the introduction of aggregated hash function does not lead to significant increment
of computational complexity, hence does not cause the increase of execution time.
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ABSTRACT

The method for forming a strategy of pricing policy bank based on economic-mathematical
modeling with using the theory of production functions, differential equations
and mathematical games are presented. We construct a dynamic model as a continuous
optimization problem and the method to solve it. The software for the numerical realization
of the problem are designed and tested on the example of Privatbank in Ukraine.
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1. Introduction

Ensuring financial stability of commercial banks in today's successful strategy
depends on Banking, part of which is the pricing policy of the bank. The main content pricing
is the pricing of banking products and change according to market conditions. The main
objects of the pricing policy is interest rates. Each bank as a business loan and deposit market
is trying to realize their interests by the stipulation that influence the pricing policy of the
central bank and the specific conditions of the financial market. Commercial bank deposit
policy aims at optimizing the cost of raising funds in the deposit market conditions for their
effective use. However, the increase in the share of expensive deposit instruments leads to an
increase in interest expense on the other hand, a high proportion of low resources improves
profitability, but also leads to a decrease in the liquidity of the bank (Bartosh,2008).
Therefore, before each bank in an unstable economic situation there is a problem: to develop
pricing strategies that would be attractive to consumers of banking services, meets the
requirements of the National Bank of Ukraine and provided the banking institution.

In general, the theory of banking has significant experience in developing pricing
strategies (Moroz,2002), (Tyrkalo,1999), (Gerasymovych,2003). Most approaches are based
on linear pricing paradigm, meaning that prices are formed as the sum of average cost and
expected return (Moroz,2002) or specific components of marketing: from break-even analysis
and target profit of, tangible product value, taking into account the level of current market
rates, based on the analysis of the relationship clientele, market penetration (Vasurenko,2008).

The fact that the methods of pricing strategies in the banking sector require further
development, because it is static, and the market is dynamic, not adequately take into account
the cost structure and rarely consistent with the overall strategy of banking. In addition to
marketing approaches, there are also economic-mathematical methods of pricing in the bank
(Kapustyan, 2011), consistent with the overall strategy of banking, often take into account
external influences, but mainly based on a linear approach analysis of financial dynamics.

Problem definition

The aim of the study is to develop economic-mathematical method of pricing
strategies in the banking sector, which allows you to create pricing strategy based on dynamic
nonlinear models based on integrating theories of production functions and optimization of
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bank implements its mission and supports external changes. This model predicts relationship
pricing of credit-deposit banks and takes into account external influences, and it provides a
dynamic unity of the past with the future. This strategy allows you to build consistent, flexible
and mobile.

Let's make some assumptions and clarify the problem. Consider a bank as a financial
institution that provides credit and deposit activities and provides trading on the interbank
market. Let the bank uses credit and deposit instruments, different amounts and interest rates.
They form the corresponding portfolio: credit and deposit. Competition in the market implies
the existence of a number of financial firms, each of which at each time selects its strategy
of Conduct. To ensure the achievement of certain targets banking institution may make
adjustments in interest rates. Mathematical modeling of production - organization
of commercial banks based on their interpretation of how financial firms, the technology
of which is described by a production function (Kvasniy,2010).

2. Construction of the model and algorithm for solving

Based on analysis of the impact of both external and internal factors on the behavior
of deposits (Vasurenko,2008), for modeling fundraising commercial bank under uncertainty
proposed dynamic model:

L (300 MR, 0~ 304 000 (KON N,

G = dt — max

L-hy g Ky )Py (t)+ M, (t)pi(t)_i Dy (t)py (1) - Y: (K(t), D(t))

L u KO P )+ M, 0+p, (1)
L, = k=1 dt

-t Z"i: Dy ()(L+ pgy; (t))

Di = £(G;(t),L; (1))

Di = AiGi#i (t)l-il_#i (t)

Mi(t):(l_a)Di(t)_ Ki(t)

> D, =Y M+ K,

D, +D,, <1
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K, ()= v{)D, ()
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WhereG, - goodwill indicator which characterizes reputation, image is an estimate of
the bank; L, - Liquidity indicator that reflects how the loans secured by deposits (revealing the
presence of imbalance);

Di - Change deposits with the change of time;

D, = f(G,(t) L (t))- Integro - differential equation that models the attracting resources;
f(G,(t), L, (t))- The bank's production function that describes activities aimed at attracting

customers;
A - The coefficient of technologies of the bank to attract resources means goodwill and

liquidity;
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K (t) The volume of credit K applications, issued by the bank at time t;

p, (t)- Interest rate k loan program;

D,; (t)- Deposits program raised by the bank at time t;

P (t) - Interest rate deposit program;

M, (t)- Authorize the bank, located in the interbank market;

p, (t)- Interbank interest rate;

Y,(K(t), D(t))- Production function (the cost to implement the credit-deposit of the bank);
r - Average rate of profitability in the banking sector;

N, (t)- Intangible assets of the bank, their original cost;

o - The rate of reserve money multiplier inverse;

v(t)- The share of loans in the deposit depends on external factors (GDP growth, inflation,

exchange rate, wage growth) and internal (rates in the interbank market, technology
management activity) (Tyrkalo,1999).

To simulate the pricing strategy of the bank offer to model (1) to apply the criterion of
Hurwitz. Criterion recommends a strategy that is given by:

max - 77 min a;+ @1 —77)max a; r, )
J J

Where 7 - the degree of optimism and varies in the range [0, 1].

This criterion follows some intermediate position, taking into account the possibility of
both the worst and the best variant behavior: when the bank has full information, or do not
possess. Whenrn = 1 criterion becomes a Walde test (pessimistic), at # = 0 - the maximum
criterion (optimistic). The value 7 affects the degree of completeness of financial information
and banking risk management, those who make decisions on the choice of strategy.The
greater loss of erroneous decisions, the greater the desire to insure and therefore 7 close to 1.
Since the Bank's policy is to maximize the credit rate and minimize deposit and customer
requirements contrary to maximize and minimize credit deposit, then the following conditions
Hurwitz criterion gives the best solutions to the conflict (Bartosh,2008).

To implement the optimization problem (2) use numerical method, in particular, the
transition to a sequence of discrete ratios. Since, at any given time production function is a
constant that is determined by the new values of goodwill and liquidity, for the calculation of
such deposits obtain recurrence relations:

IDn+1 = Dn + (tn+1 _tn )AG# Llrr'u
_ (KyPw +M, P, — D, ps, —BK/Dr”r)N
" K,pw+M,p,—D,p,, —BKD;”
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(3)
Find D, ,

equations for calculating p,,and p,,:
P — Pn zﬂBKnﬂilDr%ﬂ; pn(l_a)_ Pan =(1_ﬁ)BKr1ﬂDr:ﬂ
(4)

substituted in the necessary condition of maximum profit and obtain
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In this system of equations we add a condition on the rate of return (the National Bank
of Ukraine margin requirements): p,, — p,, =dor a condition on the amount of the loan

vD, <K, <v,D,. (5)
For given parameters A, 1, B, # and initial conditions is calculated as follows: K, ,,,
Puro1r Pans » @Nd again for them to figure out something new D, _, . In terms of income find the

interest rate that maximizes profit for the bank is the best. But the credit and deposit market
has a number of banks and their offer may be more attractive to potential customers.

This problem can be solved using the mathematical theory of games. Apply Hurwitz
criterion (2) to an optimization problem (3)-(5), we obtain equations for constructing
strategies of interest rates:

Credit - max § 77 min P+ @—7)max p,

Deposit- max ¢ 77min p;+ (L—17)max py, (6)

On the basis of the relations (3)-(6) management of the bank is able to calculate the
strategy, taking into account interest rates completeness of information on internal and
external environment of the bank. Given that commercial bank operating under uncertainty
about their competitors and permanent dynamic financial area, the parameters of the
production function are variable in time.

3. Conclusions

The study found factors that influence the growth of the bank and the type studied
their effects. A model of credit and deposit the bank on the basis of production functions.
Economic-mathematical model of banking, which involves the growth of fundraising,
providing for their efficient allocation and account restrictions the National Bank of Ukraine
is built. This model allows us to take into account the instability of the environment and the
behavior of competitors. The developed based on mathematical theories games, optimization
and integro-differential calculus. The proposed model can be implemented for both individual
banks and groups of banks. To implement the proposed mathematical model of bank pricing
strategy program compiled with Delphi environment and tested on data from Privatbank of
Ukraine. This model can be used in the banks when developing strategic plans.
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ABSTRACT:

Kanban has been used in manufacturing for more than two decades, but it is a relatively new
concept in the area of software engineering. Although the number of Kanban users grows
rapidly and the early adopters report significant improvements in their development process,
there are still many open questions regarding Kanban implementation in practice. The paper
describes our experience with an experimental Kanban project that we conducted (1) to find
the best way of applying Kanban principles to software development by experimenting with
different Kanban boards and WIP limits in a near to real software development project, and
(2) to study the possibilities for using Kanban within the scope of the capstone course,
which students take in their last semester. The paper provides an overview of Kanban,
describes the results of the aforementioned project, and discusses some important issues
regarding Kanban implementation: the choice of appropriate columns and WIP limits on the
Kanban board, and the incorporation of Scrum practices to ensure better project
management.
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Software development, Kanban, agile methods, project management, Scrum

1. Introduction

Kanban was developed as a scheduling system for lean and just-in-time production
and represents a well-known and effective tool in support of running a production system
as a whole and promoting improvement (Ohno, 1988). While Kanban has been used
in manufacturing for more than two decades, it is a relatively new concept in the area
of software engineering (Anderson, 2010). A recent review of Lean-Kanban approaches
to software development (Corona and Pani, 2013) revealed that there was almost no paper
published on this topic in the scientific literature. Nevertheless, some early adopters report
significant improvements in their development process (e.g., Sjeberg et al., 2012; Anderson
etal.,, 2012) and the latest state of agile development survey (VersionOne, 2013) indicates
arapid growth of the number of Kanban users. While Scrum (Rising and Janoff, 2000;
Schwaber, 2004) and its variants are still the most popular agile methodologies being used,
Kanban and Kanban variants nearly doubled in 2012, mostly due to an uptick in Scrumban
use (Ladas, 2008). Therefore, applying Kanban approach to software development seems
to be a hot topic for software researchers and practitioners.

The main goal of Kanban is to maximize the workflow and shorten the lead time (i.e.,
the average time to complete one item) by limiting the amount of work in progress (WIP).
In order to visualize the workflow, a Kanban board is used, which consists of several
columns, each column representing a stage in the development process. The number of work
items in each column is limited, thus forcing the developers to concentrate on the work
in progress and not start a new piece of work until the previous one is completed.

Although the basic idea of limiting the work in progress is very simple, the results
reported by the currently available studies are impressive. Sjoberg et al. (2012) describe
the case of a Scandinavian company, which after the introduction of Kanban almost halved
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the lead time, reduced the number of weighted bugs by 10 percent, and improved productivity.
Similarly, Anderson et al. (2012) report experience from a Microsoft’s maintenance project
indicating that the typical lead times, from the arrival of a request to its completion, reduced
from 125-155 days to only 14 days after successful implementation of Kanban.

Due to limited evidence of Kanban use in software development there are still many
open questions regarding its implementation in practice, e.g., how the Kanban board should
like, how to set the WIP limits, how to combine Kanban with other agile practices and
methods, what tools are available for managing the Kanban process, etc. The aim of this paper
is to shed some light on the aforementioned issues by describing our experience with an
experimental Kanban project that we conducted with a group of graduate students at the
University of Ljubljana. The development team consisted of 3 students who worked on the
project as developers, and a teacher who played the role of (in Scrum terminology) the
Product Owner. The aim of the project was twofold: (1) to find the best way of applying
Kanban principles to software development by experimenting with different Kanban boards
and WIP limits in a near to real software development project, and (2) to study the
possibilities for using Kanban within the scope of the capstone course, which undergraduate
students take in their last semester. In order to additionally enforce in-depth treatment
of possible ways how to use Kanban in practice, the project required the development
of an automated web based tool to help keeping track of the Kanban process.

In the remainder of the paper, an overview of Kanban is provided first, followed by
a description of the aforementioned experimental project. Then the choice of appropriate
columns and WIP limits on the Kanban board is discussed. Finally, it is presented how
Kanban and Scrum practices were combined in order to manage the project.

The aim of the paper is to increase the body of knowledge regarding the use of Kanban
in software development. Our experience confirms that Kanban is definitely useful
in software maintenance, while a combination of Scrum and Kanban improves the
management of development projects.

2. Kanban in Software Development

Kanban introduces lean manufacturing practices to software development in order to
improve productivity, shorten the lead time, and eliminate waste (Anderson, 2010; Kniberg
and Skarin, 2010). It has recently become popular because of its ease of implementation, use
of visual controls, ability to accommodate a wide variety of organizational design patterns,
integration of stakeholders and relentless focus on the continuous delivery of value
(Cottmeyer and Stevens, 2012).

Kanban derives its name from the use of signal cards to manage the flow of work in a
manufacturing environment. The kanban (which is a Japanese term meaning signal card)
implies that a visual signal is produced to tell an upstream step in a process that new work can
be started because current work is below the agreed limit. This mechanism is known
as a “pull” system: new work is “pulled” into the system when there is capacity to handle it,
rather than being “pushed” into the system from the outside.

Kanban is based on a very simple idea: Work in Progress (WIP) should be limited and
something new should be started only when an existing piece of work is delivered or pulled
by a downstream function. WIP limit defines the capacity of each step in the development
process in terms of the number of work items that may be in progress at each workflow state.
Appropriate WIP limits ensure that a pull system cannot be overloaded, thus making
it possible to maintain a sustainable pace of development. Only the workers at the bottleneck
are fully loaded; everyone else should experience some slack time. On the other hand, WIP
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limits quickly bring to light issues that impair performance. When work cannot move forward
because the WIP limit has been reached in the next state, it makes the current constraint on the
system highly visible, thus forcing the team not to take more work until the problem with the
constraint is fixed.

In order to be used for software development, Kanban requires the work to be split
into pieces. Since Kanban is mostly used in combination with agile methods, each work item
is usually represented as a user story written on a paper note card (Cohn, 2004). If necessary,
user stories are further divided into constituent tasks. For the purpose of planning and
performance measuring, it is recommended that all work items are of approximately the same
size. However, Kanban prescribes neither the structure nor the size of work items.

Work items must be presented on a Kanban board, which serves as a visual control
mechanism indicating how the work flows through the various stages of development process.
Typically, a whiteboard with sticky notes, or an electronic card wall system is used. Two
examples from our project are shown in Figures 1 and 2.

The Kanban board consists of a sequence of columns that represent the various states
awork item can exist in during the development process. As work progresses through the
development lifecycle, the cards move from one state to the other, until they finish in the last
column. Each column has on its top a WIP limit indicating how many cards can be in the
corresponding workflow state at any one time. When a card is completed in one column,
it moves to the next, thus creating an open space in its current column, which allows
the development team to pull a completed card from a previous column. If, for any reason,
cards in one column cannot be completed and moved forward, this column sooner or later hits
its WIP limit, which prompts the development team to fix the bottleneck instead of just piling
up a whole bunch of unfinished work.

Kanban uses the lead time (i.e., the total elapsed time from when the work item was
started until it is declared complete and accepted by the customer) as a major measure of the
development team throughput and productivity. Lead time is useful for predicting delivery
and making service level commitments. If user stories are broken down into similarly sized
increments of work, effort estimation is no longer even necessary and the lead time becomes
the only metric needed to measure the delivery capability of the team.

By providing team members and other stakeholders with visibility into bottlenecks and
their impact on the development process, Kanban encourages collaboration among all parties
involved and discussions about improvements, thus contributing to incremental evolution
of existing processes and continuous improvement. As such, Kanban represents an approach
to introducing change to an existing software development lifecycle or project management
methodology. Kanban does not require revolutionary changes, but can be simply incorporated
into an existing development process. It is only necessary to visualize the workflow, limit
WIP, and measure the lead time. Kanban is most frequently combined with agile methods like
Scrum (Ladas, 2008), but can also be used in combination with more traditional approaches
based on the waterfall lifecycle model. It is expected that blending Kanban and agile methods
can create tremendous value for software development organizations (Cottmeyer and Stevens,
2012).

3. Experimental Kanban Project

Kanban is less prescriptive than other software development methods and provides
less constraints and guidelines compared to Scrum or Extreme Programming (which
is considered more prescriptive than Scrum). It is not prescribed which columns the Kanban
board should have neither what the WIP limits should be. Instead, Kanban users are expected
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to experiment with the process and customize it to their environment. By changing values
of different parameters (e.g., WIP limits) they must look for solution that best fits their
development process. It is important that the impact of each change is closely monitored
through an appropriate feedback loop in order to determine how the changes affect the lead
time, queues, capacity, etc. One of the typical parameters to think about is the WIP limit. Too
low WIP limit results in idle people and consequently low productivity. On the other hand, too
high WIP limit causes idle tasks, which increase lead time.

In contrast to Scrum, Kanban does not prescribe roles, time-boxed iterations, effort
estimation, and team commitment to a specific amount of work for each iteration on the basis
of team’s velocity. All these elements are optional and it is up to each team to decide the
ground rules how they will be used.

In light of the above, we decided to start an experimental project, which should
contribute to better understanding of Kanban use in practice, and allowed us to experiment
with different Kanban boards and WIP limits. The project was conducted during the summer
term of the Academic Year 2012/13. The development team consisted of three graduate
students of Computer Science, while the teacher played the role of the Product Owner.
The project required the development of a web based tool for managing Kanban projects.

Having previous experience with Scrum — all participating students completed the
capstone course on agile software development using Scrum (Mahnic, 2012) during their
undergraduate studies — we decided to use Scrum as a basis into which Kanban concepts
would be incorporated. Therefore, the project consisted of Sprint 0 and three regular Scrum
Sprints. Sprint 0 lasted 4 weeks, while each regular Scrum Sprint lasted 3 weeks. Another
reason for using Scrum was a relative weakness of Kanban-style planning techniques. While
Kanban’s flow-based approach is well-suited for maintenance activities (where work items
emerge randomly on a daily basis), development of new applications requires more advanced
planning techniques offered by Scrum.

During Sprint 0 user stories were developed, prioritized and estimated using planning
poker (Greening, 2002; Mahnic and Hovelja, 2012b). The Product Backlog consisted of 18
user stories describing required functionality for four different user roles: the system
administrator, the Kanban Master, the Product Owner, and the development team members.
Assuming that the Kanban Master is responsible for methodology, the tool was designed to
offer him possibilities to define (and adapt) the structure of the Kanban Board, prescribe the
WIP limits, and monitor progress through cumulative flow diagrams and burn-down charts.
The Product Owner was supposed to define work items in form of user stories and decide
when a user story is done. The development team members were given possibilities
to estimate work items and move them form one workflow state (represented with the
corresponding column) to another. The system administrator was assumed to assign each user
his role and maintain the data required for the proper functioning of the system (i.e., data
about developers, development teams, and projects they are working on).

The tool was designed to be as flexible as possible, giving possibilities to define
a Kanban boards with an arbitrary number of columns (representing different workflow
states) and rows (representing different projects a development can work on simultaneously).
Each user was allowed to have several roles on the same project and play different roles in
different projects. Special attention was devoted to specification of rules for moving work
items from one column to another. For each column, the tool made it possible to define who
(i.e., which user role) can move a work item to the next or previous column. In order
to compute the lead time, each move was assigned a time-stamp, thus making it possible
to determine how long a work item remained in each workflow state.
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It was assumed that such a tool would cover the majority of needs of developers who
use Kanban, and would be flexible enough to adapt to different workflows.

4. Kanban Board and WIP Limits

4.1  Sprintl

During Sprint 1 we used the Kanban board in Figure 1. The board structure was
adopted from the literature (Kniberg and Skarin, 2010, p. 44); we only added the column
“Dev Ready” as a separate workflow state in order to stress that each user story should have
been broken into constituent tasks before development started.

The “Backlog” column comprised the set of user stories that had to be developed in no
particular order. The “Selected” column contained the high priority stories, with a WIP limit
of 3 indicating that there could be at most 3 high priority stories at any given moment. The
WIP limit of 3 was chosen because there were 3 developers working on the project. Whenever
one of them was ready to start working on a new item, he could take a user story from the
“Selected” column and move it to the “Dev Ready” column. This was a sign to the Product
Owner to choose next story from the “Backlog” with the highest priority and fill up the free
space in “Selected”.

The Product Owner was allowed to make changes in the “Backlog” and “Selected”
columns, but not the other columns. Within the WIP limit of the “Selected” column, he was
allowed to change priorities by moving high priority stories from “Backlog” to “Selected” and
vice versa. Whenever there had already been 3 user stories in the “Selected” column, one of
them had to be moved back to “Backlog” before being replaced with a more urgent user story.

e
i

|- =

Figure 2 The Kanban board during Sprint 1

The “Dev Ready” column was introduced to force the developers to decompose the
user story into tasks before actual development started. A story could only be moved
to “Development” when the tasks required to turn it into a deliverable functionality had been
defined.
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The “Development” column was intended to show what was (at a given moment)
being developed. It was split into two sub-columns “Ongoing” and “Done” in order to provide
information, which stories were completed and could be put into production. The
“Development” limit of 3 was shared among the two sub-columns to deter developers from
starting new work items until (enough) completed stories were moved to “Deploy”.
According to recommendations from the literature (Kniberg and Skarin, 2010), such a WIP
limit gives developers a strong incentive to focus their efforts and mutual co-operation to get
stuff into production, thus maximizing the flow and minimizing the lead time. For the same
reason, the WIP limit of 1 was chosen for “Deploy”.

In Sprint 1 we started with rather tight WIP limits in order to make potential
bottlenecks and anomalies in the process visible as soon as possible. Having 3 developers, it
seemed reasonable to set the WIP limit of the “Selected”, “Dev Ready”, and “Development”
columns to 3. While this limit worked well for “Selected” and “Dev Ready”, it appeared to be
too low for the “Development” column. The main reason lay in peculiarities of our project
setting, in particular in work division between developers (students) and the Product Owner
(the teacher). User stories that developers (students) considered done still had to pass
acceptance tests performed by the Product Owner (the teacher). These tests often revealed
some deficiencies requiring the stories to be moved back to the “Ongoing” sub-column
instead of going forward to “Deploy”. In the meantime, the developers (students) did not want
to sit idle and started new work, which caused a violation of the WIP limit. An example of
such a violation can be seen in Figure 1, where the “Development” column contains 5 work
items instead of (at most) 3.

29 (13

Sprint 1 also raised doubts about necessity of columns “Dev Ready”, “Deploy”, and
“Live”. With regard to the “Dev Ready” column it became evident that decomposition of user
stories into tasks (although representing an important step in the development process) was
not time-consuming, and the great majority of stories left the “Dev Ready” column the same
day they entered it. Consequently, the “Dev Ready” column was almost always empty.
Columns “Deploy” and “Live” appeared to be less important since the project did not have
a real user requiring the completed user stories to be put in production.

Considering the aforementioned findings, the Kanban board was restructured at the
beginning of Sprint 2 and after that remained unchanged till the end of the project.

4.2  Sprints2and3
The Kanban board used in Sprints 2 and 3 is shown in Figure 2. Apart from increasing
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the WIP limit of the “Development” column and removing columns “Dev Ready”, “Deploy”,
and “Live”, the board was further adapted to fit the Scrum process.

For the purpose of planning, it was decided to define the content of each Sprint by
strictly following Scrum rules. Consequently, the “Selected” column was introduced to
contain the stories to be developed in the next Sprint, with the WIP limit expressed in terms of
velocity, i.e., the number of story points that the team was expected to complete. At each
Sprint planning meeting the corresponding stories were transferred form the “Backlog”
column to “Selected”.

The “Next” column served for the same purpose as the “Selected” column in Sprint 1;
it contained the high priority stories defined by the Product Owner. Whenever a developer
was ready to start working on a new item, he could take a user story from the “Next” column
and move it to the “Development Ongoing” sub-column. The WIP limit of the “Development”
column was doubled, thus allowing each developer to work on two stories simultaneously.
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Besides developing a new user story, a developer could also work on a story that had been
rejected by the Product Owner and sent back to “Development”.

The notion of “done” was defined more precisely; consequently, the former “Done”
sub-column was split in two and the “Acceptance” column was introduced. The “Done” sub-
column within “Development” was used to contain those user stories that developers
considered completed, thus letting the Product Owner know that he could start with their
evaluation. Stories under evaluation were moved to the “Acceptance” column. If approved by
the Product Owner, each story proceeded to the final “Done” column, indicating that it was
fully completed. Otherwise, the story was returned to the “Ongoing” sub-column in order to
remove shortcomings detected during “Acceptance”.

Since it was agreed that each story had to be fully integrated before entering the
acceptance procedure (and since there was no real production system), the “Deploy” and
“Live” columns were no more necessary.

During Sprints 2 and 3 the WIP limits appeared to be fair and no bottlenecks occurred.
Nevertheless, it would be recommended not to stop experimenting with the WIP limit of the
“Development” column, but to try with a slightly lower limit in order to see, whether it
contributes to shorter lead time.
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Figure 3 The Kanban board during Sprint 2

5. Conclusions

Kanban is a relatively new concept in software engineering; however, the early
adopters report significant improvements in their development process. The purpose is to
create a smooth flow through the system and minimize lead time by visualizing the workflow
and limiting the WIP.

Kanban is empirical; therefore, it is expected that its users experiment with the process
and customize it to their environment. In this paper, an experimental project that was
conducted at the Faculty of Computer and Information Scienece, University of Ljubljana,
Slovenia, is described. The project provided better insight into how Kanban principles work in

95



practice and helped to define appropriate structure of a Kanban board that can be used in
combination with a Scrum-based software development process. Additionally, a web based
tool for managing Kanban projects was developed that automatizes manipulations with user
stories and visualizes their flow through the system on an electronic Kanban board.

We hope that our paper will contribute to better understanding of Kanban and help
software engineering professionals who plan to introduce Kanban in their development
process to find optimal way for implementation. From pedagogic point of view, the project
revealed that students quickly grasp Kanban principles and their use in practice. Therefore, we
decided to use this project as a basis for our capstone software engineering course next year.
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ABSTRACT

Agile development methodologies are designed for delivering viable products in short release
cycles. However, a product is not complete without proper user documentation. If the
product's functionality is not described in a way so that the target users of the product can
fully utilize it, then the released product may not deliver the expected value to the Product
Owner. This paper focuses on problems the writers of the technical documentation have
to face when working in an agile development environment while trying to include
the delivery of their part of the product within the iterative release cycles.

KEYWORDS
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1. Introduction

User documentation is a necessary part of almost every software development project.
It ensures that people, who will use the developed product, will know how to put it to good
use. Without a proper documentation, the product would not be complete.

In a traditional "waterfall" project management, the process of creating user
documentation has its place defined. It starts right after the product is developed and finished.
This is logical, as the technical writer can see the product as a whole, test its functionality,
learn how it works and only then write the documentation for users.

With growing number of software companies introducing agile methodologies as their
product management practice, though, the technical writers have to adapt to a completely new
style of work. Creating user documentation in agile environment has its own specifics and
rules and is also demanding to personal qualities of the technical writers. One of the main
obstacles that has to be initially overcame is the question whether the software really needs
the documentation. After all, the agile manifesto states that working software is valued more
than comprehensive documentation. This, however, does not mean that the documentation
should be left out completely. A precise and technically correct documentation must still be
part of the delivered product. Another issue is getting used to short release cycles and
publishing or presenting a working documentation frequently.

2. Environment

If a technical writer is supposed to work in an agile environment effectively and
without stress, then it must be ensured that certain practices are in place. One of them is
functioning agile development itself. For example, if Scrum is implemented, then the
prerequisite is that the work is divided between teams of cross-functional people and that the
team sits together and closely collaborates. There are also enough Scrum masters to ensure
adherence to the process, capable Product Owners to define the priorities of tasks and
everyone knows their roles. Of course, the implementation does not have to be perfect for the
documentation to be created in an agile way, but the process has to be working in some way.
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2.1 Communication

The technical writer's main weapon in agile environment is communication. Talking to
the team members and asking questions about the functionality should be encouraged and
made as easy as possible. Therefore it is recommended that the technical writer sits together
with the team and attends all essential team meetings (Daily meetings, Spring planning,
grooming and retrospectives). This way, the technical writer is part of the whole development
process and can also contribute in the development by helping with the user interface (the
technical writer partially represents the user), designing error messages and checking the text
strings.

2.2 Personas

Not only do the developers need to know who will be using their software, it is also
critical for the technical writers to imagine their readers. For this purpose, every software
project should have its own set of personas, which are made up profiles of people representing
the most typical users of the product. It is a good practice to create whole personalities with
their own history, background and hobbies, to better illustrate the type of the person. Defining
personas is important in every type of software development, but it is essential in agile.
Knowing the users helps technical writers define the style and technical level of the
documentation and allows them to focus on the most useful topics for them. Personas also
represent building blocks for defining user stories.

2.3 User stories

The functionality to be implemented should be defined in the form of user stories.
These are created by Product Owners (who represent the customers) or the developers
themselves. A user story is a short written text, which describes a requirement for the system,
includes the type of person who requires it and optionally specifies the reasons for the
requirement. The form of user stories typically follows a simple template: As <persona>, |
want <goal>, so that <reason or value>.

For example, "As Stacy (content editor), I want to add new fields to an on-line form so
that I do not have to ask the website administrator to do that for me."

The user stories can also include acceptance criteria, which are used to verify when
and how the user story is completed, and which can be defined for example using test cases.
These practices also significantly help technical writers understand the functionality before it
is even implemented.

2.4 Documentation tool

It 1s important to choose the right software tool for creating and maintaining the
documentation, which would suit the agile process. The tool should support collaboration, so
that multiple technical writers can work simultaneously and access each other's documents. It
should also support versioning and tracking of changes to facilitate the maintenance of
documents. Another important feature of a good agile documentation tool is the ability to
allow for user contributions, be they in the form of comments or whole articles. This helps the
technical writers stay close to the users and react to product changes more quickly.

One of the types of documentation tools that satisfy these conditions are wikis. These
provide ideal conditions for creating agile documentation, because they are easy to use, they
support collaboration, versioning and tracking of changes and eliminate the necessity of
uploading documents, as the pages are published immediately after saving. Communicating
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with users is also not a problem on wikis. They can be allowed to add comments, whole pages
or contribute to forums.

3. Agile documentation and its problems

So the technical writer is part of the team, alongside the developers and QA engineers,
attends meetings, participates in the development process and has knowledge about the
product from the beginning of specifying its requirements (user stories). When should be the
best time to start creating the user documentation? The technical writer could lag one cycle
and create the documentation after the functionality is implemented. This approach is logical,
but it is not actually agile. The team would not deliver a complete functionality in one release
cycle, because the documentation is part of the product and has to be delivered with it.

If the technical writer wanted to document a complete functionality within the same
release cycle after the development is finished, it would bring many difficulties. Apart from
development and testing estimates, the user stories would also need documentation estimates
to add enough time within the cycle for documentation after the development is done. This
would put great pressure on technical writers at the end of each cycle and provide ground for
hasty finalization works from the developers' and QA engineers' side.

Another solution is to start writing the documentation at the beginning of the cycle,
even before the development is initiated. Many people think that this is a waste of time or that
this technique cannot produce quality documentation, but the opposite is true. Creating the
documentation without seeing the product is possible because of thoroughly written user
stories, which provide the technical writer with enough information to begin with. Moreover,
the user stories represent the most often performed actions in the system, which should
therefore be documented using the task oriented style of writing. This way, the technical
writer has enough time to document the basic tasks during the development phase and then
finalize the documentation (add names of the UI elements, create screenshots, perform
proofreading, etc.) during the testing phase. The developers should also review the
documentation at the end of the cycle to correct any technical imperfections but, when using
this method, the scope of the document is usually quite small and easy to read for them. The
most difficult part of this method is for the technical writers to get used to writing fiction.

4. Conclusion

The integration of technical writers into the agile development process is possible and
can be beneficial for all participants. If the members of the development process adhere to the
agile principles and if the right tools are chosen, then the technical writers can thrive in this
environment and create precise and useful documentation, which would accompany every
released functionality. Being part of a team may be difficult for technical writers at first, as it
requires daily collaboration and communication with a group of technically oriented experts.
Attending to all the team meetings can be exhausting and switching from writing exact
instructions to writing drafts of instructions requires getting used to. But this all leads to a
well written and correctly targeted documentation in a timely manner.
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ABSTRACT

Most of the data stored on the Internet in the form of unstructured text, which must be
converted into a clear and unified user experience. This paper describes the basic
characteristics of the stages of the framework process model unstructured data. Post a view
of the possibility of processing data that are available on the Internet under the Framework
process model. Furthermore paper discusses the possibility of using this approach in the area
of small and medium-sized enterprises.
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1 Uvod

V podnikové praxi existuje celd tfada aplika¢niho software, které podporuje fizeni
vztahii podniku s externimi, hlavné obchodnimi partnery. Tyto systémy jsou zpravidla
oznacovany jako PRM (Partner Relationship Management), n€kdy jsou také nazyvany jako
systémy Customer Intelligence (CI). Cinnost CI lze také chépat jako nepietrzity, eticky proces
ziskavani a vyhodnocovani dat, informaci a znalosti z okoli firmy za G¢elem dosazeni lepsi
pozice na trhu [7] [16]. Systémy se primarné orientuji na shromazd’ovani a analyzy dat
zejména z nasledujicich vnitrofiremnich datovych zdroja, které maji stalou strukturu dat, jako
jsou napt-.:

e zaznamy z interakci se zdkaznikem;

e zaznamy obchodnich kontakti;

e dokumentace z obchodnich center;

e (data e-Business aplikaci;

e ostatni databaze podnikového ERP apod.

Mezi externi datové zdroje CI pak nalezi pfedevs§im data dostupna na Internetu[1] [2],
ktera jsou pifedevSim uloZena na:

specidlnich vefejnych portalech;

e podnikovych portalech;

e socidlnich sitich, blogs a internetovych diskusich;

e socialni elektronicka media (e-magazines, e-zones. atd.);
e e-mailové zpravy apod.

Nevyhodou zpracovani dat, jejichZ zdrojem je Internet, je skutecnost, ze maji vétSinou
nestrukturovany format. Ale pravé tato dat vétSinou pfinaseji firmam specifické moznosti,
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jejichz vyuzitim mohou tyto firmy ziskat i vyznamnou konkuren¢ni vyhodu [4]. Mezi tyto
pozadované vlastnosti CI ptedevsim patii ziskani aktuélnich podrobnych informaci o:

e obchodnich partnerech a zakaznicich;
e konkurenci s cilem zvySeni tspéSnosti vlastniho prodeje;
e potencidlnich zaméstnancich.

Zpracovani internetovych datovych zdroji a jejich vyuziti lze rozdélit do dvou
zakladnich oblasti.

a) Zpracovani internetovych dat s pomérné stalou strukturou, ktera jsou uloZena
na specialnich vefejnych portalech.

b) Zpracovani nestrukturovanych texti, které piedstavuji sice dopliujici zdroj informaci,
které ale mohou vyznamnych zptisobem ovlivnit ptedev§sim uspéch obchodni ¢innosti

firmy [1].

2 Charakteristiky zpracovani nestrukturovanych dat

Ve velké vétSin€ pripadl malé a stfedni firmy potiebuji informace o potencialnich
obchodnich partnerech, piipadné potiebuji informace o své konkurenci, respektive
0 kli¢ovych zaméstnancich konkuren¢ni firmy [6]. Pfipadné firma potiebuje také informace o
osobach, které se u ni uchazeji o zaméstnani. Tyto informace mohou ziskat dvéma zptsoby:

e Zprostiedkované (jednordzové nebo opakované€) jako sluzbu specidlnich SW firem.
Tento zptsob vSak vykazuje jisté ¢asové zpozdeéni a nemalé naklady. Naptiklad si lze
objednat data o firméach jejich insolvenci apod. ve formé souborti, které jsou platné
K uréitému datu.

e Piimo (nepftetrzit¢) jako sluzbu komponenty CI podnikového informacéniho systému.
Kli¢ovym problémem je zde identifikace relevantnich datovych zdroji na Internetu.

2.1 Zpracovani internetovych datovych zdroji s pomérné stalou datovou strukturou

Internetové datové zdroje poskytuji aktualni informace o firmé jako: Nazev, ICO, DIC,
sidlo (Ulice, PSC, Mésto), apod. Nevyhodou téchto datovych zdrojii je poméma nestalost
struktury webovych stranek a nestandardni popis jednotlivych zobrazovanych udaji. Tato
skutecnost vyZaduje monitorovani struktury vybranych datovych zdroji a naslednou
aktualizaci udaji ulozenych v RDF (Resource Description Framework), ktery piedstavuje
Ontology Language (WOL), ktery rozSifuje moznosti RDF v oblasti tvorby ontologickych
struktur [9] , jak uvedeno naptiklad na obr. €. 1.

Vztah k firmé

/\

Je vlastnikem Pracuje ve firmé

/v \

Je ¢lenem vedeni Je zaméstnanec

Obrazek 1 Ontologicky model vyjadi‘eni vztahu k firmé; Zdroj: (vlastni)
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Ptiklad procesu celkového zpracovani internetovych zdroji s pomérné stalou strukturou
dat je znazornén na nasledujicim obrazku ¢. 2.

wsoftwares

Visual web ripper|
~7
Zpracowani dofazu
WWW Zdroj
e
K wgoals ogosls
. «cils ! Data v databazi Zobrazeni dle
Erevod ra X filtraGnich kritérii
datovy typ
A A A
1 1 1
1 1 1
1 1 1
I I I . !
Vystupni
Konverze formatu Ulozeni do databaze Filtrace a zobrazeni informace
dotazu
—— ) Poladsvek [—= ==t

Utivatel - - -
1 i 1
1 i 1
1 i 1
! i !

Y W Y
Néstroj - viastni Néstroj - D3 Soft Néstro] - Viastni
aplikace databaze aplikace

Obrazek 2 Proces zpracovani internetovych zdroji s pomérné stalou strukturou dat; Zdroj: (vlastni)

Struktura popisovaného programového feSeni vychazi z definice jednotlivych webovych
zdroji informaci pomoci objektovych tfid, které jsou blize specifikovany pro konkrétni
nastroj stahovani dat z Internetu. Vyhodou tohoto typu zpracovani je ziskani aktudlnich
pozadovanych informaci z provétenych zdroji v pozadované a srozumitelné form¢e zobrazeni.

2.2 Zpracovani datové nestrukturovanych internetovych datovych zdroji

Pfevazna cast dat uloZenych na Internetu je v podobé& nestrukturovanych textd, které je
nutné konvertovat do ptehledného a jednotného uzivatelského prostredi. Cely tento proces lze
rozdé€lit do nasledujicich 4 fazi [8] (obr. €. 3):

e monitorovani a shromazd’ovani zdrojovych dat;
e sprava a ukladani zdrojovych dat;
e zpracovani dat analytickymi néstroji;

e prezentace vysledkll analyzy.

Zpracovani
analytickymi
nastroji

Prezentace
vysledkt

Monitorovani a Sprava a

shromazdovani ukladani

Obrazek 3 Proces zpracovani nestrukturovanych dat internetovych zdroji; Zdroj: (vlastni)

Pfi procesu zpracovani nestrukturovanych dat pro vyse definované potieby je nejdiive
tteba urcit cil monitoringu na Internetu. Dale je nutné zajistit pfistup do uréenych socidlnich
siti a diskusnich for. Zde je tfeba postupovat v souladu s platnou legislativou ptislusného
statu, napf. nevydavat se za nékoho jiného apod. Vybrané cile jsou pak na Internetu sledovany
a v piipadé, ze vyhledava¢ najde n¢jaké ,,zajimavé informace o daném cili, pak je ulozi
na lokani server do inteligentni databdze, kterd umoziluje ptedevs§im rychlé vyhledavani
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a indexaci dat. Tato data jsou nasledovné analyzovana a vysledky analyzy jsou reportovany
koncovému uzivateli.

2.3 Monitorovani a shromazd’ovani dat

Existuje mnoho metod ziskavani nestrukturovanych dat z Internetu, protoze zvoleny
pfistup musi respektovat specifické vlastnosti kazdého individudlniho zdroje. V zasadé lze
tyto ptistupy rozdélit do dvou zakladnich skupin.

e Techniky orientované na socialni sité.

e Techniky orientované na ostatni zdroje (napt. reklamy, diskuse apod.). Pro potieby CI
1ze postupovat tak, ze se dana slozka reklamy nebo diskuse stadhne UpIn€ na podnikovy
Server.

Existuje velké mnozstvi softwarovych nastrojt, které tyto sluzbu poskytuji. Obecné jsou
tyto nastroje nazvany jako ,,web roboti“. V piipadech internetovych diskusi je nékdy nutné
ulozit webovou stranku pomoci plug-in jako obraz a nasledné ji pievést do textové podoby
pomoci OCR. V piipad¢ ziskavani dat ze socidlnich siti nelze web roboty uplatnit, zde je
nutné ziskat pozadovand data pomoci specidlni plug-in, které automaticky prochazeni
vefejnou (ptipadné soukromou) casti socialni sité, kterym ma dany plug-in nastaven
uzivatelsky profil.

2.4 Sprava a ukladani zdrojovych dat

Pokud jsou ziskand data z Internetu pfili§ rozsahl4d, pak by neméla byt ulozena
v konvencnich rela¢nich databazich. S narGstem vyuziti CI je nutné vyuzit k tomuto ucelu
vyhrazené servery, jejichZ soucasti je specializovany jazyk, ktery slouzi k manipulaci s timto
typem dat. Z divodu zajisténi lepsi rozsititelnosti a variability, také nabizi moznost vyuziti
technologie cloud comutingu pro ukladani velkych objemt dat a manipulaci s nimi [3].
Vyhodou pouziti téchto nastroju je jejich vyuzitelna kapacita, rychlost a schopnosti
indexovani nestrukturovanych dat. Navic tyto ndstroje poskytuji moznost pocate¢niho
filtrovani dat pfed provedenim vlastni analyzy téchto dat. To znamend, Ze inteligentni
databéaze, které maji v sobé zaintegrovany funkce zpracovani dat, umoziuji vytvofit vybéry
dat, nad kterymi lze efektivné aplikovat specializované analytické algoritmy (napt. techniky
data-miningu).

2.5 Zpracovani analytickymi nastroji

Na urovni databaze vybranych textii se pracuje obvykle s analytickymi funkcemi, které
pretiid'uji data podle ¢asu, zdroje, typu apod. Na této urovni zpracovani nestrukturovanych
textl lze vyuzit 1 analytické funkce, jako je filtrovani zvoleného slova nebo jméno osoby.
Tyto operace se obvykle provadéji v pozdéjSich etapach zpracovani pomoci specidlnich
softwarovych néstrojt, které musi byt kalibrovany podle doménovych oblasti, coz u nastroji
databazové urovné neni obvyklé [11]. Zpracovani nestrukturovanych dat lze rozdélit
do nasledujicich oblasti:

analyza obsahu;

identifikace entity (analyzy autorstvi);
e analyza vztahi;

e analyza sentimentu.
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2.5.1 Analyza obsahu

Sémanticka analyzy patii k zdkladnim oblastem zpracovani nestrukturovanych textu.
Cilem je identifikovat, kliCové pojmy, které se v textu objevi. Pii jejim provadéni je ale tfeba
vyfesit nékolik problémi, jako jsou:

e v jakém jazyce je napsan text;
e jsou jednotlivé Casti textu jiz zpracovany pomoci slovniki a pravidel jazyka;
e pieklepy a hovorové vyrazy.

Nasledné jsou oddéleny od textu slova nesouci sémantické informace, tzn. kombinace
vybranych podstatnych a piidavnych jmen, sloves a cislovek. Soucasné jsou synonyma,
na zaklad¢ kterych maji vyrazy stejny vyznam, nahrazena jednim zvolenym zastupcem. Takto
upraveny text pak tvoii zaklad pro odvozeni témat jednotlivych textt, které mohou mit
napiiklad formu seznamu kli¢ovych slov. Cely proces analyzy obsahu se sklada z nékolika
hlavnich kroku, které jsou popsany v nasledujicich odstavcich [5]:

e Znackovani slovnich druhi pomoci externich knihoven (napt. POS Tagger). Z takto
oznacenych slov jsou vybrdna slova klicova, vétSinou podstatna jména, slovesa
a pridavna jména. Tento proces musi byt vysoce sofistikovany, protoze musi vzit
Vv tvahu i kontext, ve kterém se dané slovo vyskytuje [12] [15].

e Zpracovani synonym umoziuje sdruzovani jednotlivych na zékladé jejich vyznamu
a to nejen v zavislosti na jejich form¢, ale i s moznosti vytvofit vztahy mezi nimi. Pfi
identifikaci synonym je nezbytné odstranit slova, které maji navzajem odlisny tvar, ale
v podstaté stejny vyznam z vystupniho seznamu kli¢ovych slov [13]. Tyto ptipady
mohou byt rozliSeny pomoci slovniku lexikalni databaze.

e Lemmatizace a stemming se pokousi pievést do jeho zakladniho tvaru. Lemmatizace
Stemming je nebere v Givahu kontext daného slova a proto je rychlejsi. Pro kvalitni
vysledek zpracovano obsahu textu je nutné provedeni lemmatizace nebo stemmingu,
protoze slova vyskytujici se v riznych tvarech musi byt rozpoznéna jako identicka.
Pak 1ze ekvivalentni slova pfifadit k sobé a tak se vyhnout roztrouSenosti klicovych
slov [14].

2.5.2 ldentifikace entity

Identifikace osob, které vytvaieji pfispévky na internetu, pfipadné jsou uvedeny
Vv obsahu téchto ptispévk, je obecné slozita, protoze tyto osoby uvadéji svou identitu pomoci
riznych pseudonymi a Casto jednaji zcela anonymnég. Za téchto podminek je velmi dilezité
si uvédomit, ze vice identit piedstavuje stejnou osobu. Rozpoznat to Ize naptiklad na zakladé
stejného telefonniho ¢isla nebo e-mailu, ale ve vétsingé piipadi se tato informace neni
k dispozici. Dalsi technika pouzivana k identifikaci stejné 0soby, je analyza jejich psanych
textl, kdy na zakladé podobnosti slovni zasoby, ¢astého vyskytu vybranych slovni spojenti,
stejné pravopisné a typografické chyby, jako jsou picklepy, Ize odvodit pravdépodobnost,
Ze text byl napsan stejnou osobou.

2.5.3 Analyza vztahu

Tato etapa predstavuje zplsob identifikace osob a rozpoznéni vztahli mezi nimi.
Vysledkem je vnitini ,,socidlni® sit’, ktera je vytvofena na zakladé souvislosti k ostatnim
osobam, se kterymi jsou na zakladé ziskanych dat v n¢jakém vztahu [2]. Vztahy mezi
osobami dale se dale klasifikuji podle typu vztahu a jeho intenzity. Cas je zaznamenan jako
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samostatny parametr se vSemi témito daty, coz pak umoznuje vidét vyvoj daného vztahu
k osobé, nebo jakym zplsobem se vyvijely vztahy mezi skupinou osob. Na zakladé takto
zjisténych udaji lze osoby rozdélit do skupin nebo poskytovat metriky indikujici blizkost
jednotlivet [10].

2.5.4 Analyza sentimentu

Tato etapa je provadéna pomoci specidlniho software, ktery hledd konkrétni slovni
spojeni, které oznaCuje typ a stupenn sentimentu v doménové oblasti. Software vytvoreny
pro rozpoznani sentimentu 1ze rozdélit do dvou ¢asti:

e tvorba a kalibrace databaze znalosti;
e hodnoceni sentimentu.

Ob¢ &asti jsou na sobé nezavislé. Ukolem znalostni databaze je nauéit systém rozpoznat
typ sentimentu v dané doménové oblasti. Funkce pro hodnoceni sentimentu pouziva
piislusnou ¢ast znalosti a vypocitava sentiment neznamych textd. Tato funkce muze byt
zaClenéna ptimo do informacnich systémut spole¢nosti, nebo to mize byt vyuzivana jako
webova sluzba [4].

2.5.5 Prezentace vysledkl analyzy
Vysledky analyz jsou prezentovany Ve tfech zakladnich formach:

e detailu nalezeného zaznamu;

o graf, ktery slouZi pfedevsim k vizualizaci vyvoje jevu v ¢ase (Carové a sloupcové grafy
grafy), vizualizaci procenta rlGznych typi subjektd (koladové  grafy),
nebo pro vizualizaci vztaht (sitové diagramy, n-thelniky).;

e kombinaci graft, tj. specidlnim typem vizualizace jako je spektrograf, ktery je ¢asto
vyuzivan v kombinaci s Liferay.

3 Charakteristiky implementace procesniho ramce

Pti implementaci rozSifeni CI v SME’s je nutné piihlizet k ¢elu budouciho vyuziti
takového modulu. Vétsina stavajicich uzivatelli v tomto segmentu v praxi nevyuZije vSechny
moznosti, které jsou uvedeny vyse a zaroven podle zkusenosti autord tohoto prispévku nevi,
jaky druh informaci pfesn€ pozaduje a v jaké formé by jej rada obdrzela. Proto je tfeba velmi
uvazen¢ usmérnovat nékdy neredlné predstavy uzivateli, Ze internetu je opravdu vSechno
co by chtéli védét vetejné¢ dostupné a zaroven je seznamit s naklady na zjiSténi takoveé
informace. Z téchto divodu se doporucuje velmi piesné identifikovat doménové oblasti a typ
informacnich zdrojii na internetu.

Zpracovani nestrukturovanych dat z internetu sice poskytuje moznost ziskat vice
»specifickych® informaci o dané entité, ale je tfeba uvazit, ze kazdé takové feSeni je ve své
podstaté jedine¢né a proto zatim i nékladné. V segmentu SME’s vétSina uzivateli pozaduje
standardni informace o obchodnim partneru nebo zékaznikovi. Velmi ziidka pak tito
zékaznici chtéji zpracovani v oblasti analyzy sentimentu, protoze jsou vétSinou v pfimém
kontaktu se svymi zdkazniky a znaji jejich nazor.

Dale je tfeba ptihlédnou k technologickym mozZnostem danych firem a z tohoto diivodu
bude asi vyvoj téchto aplikaci smétovat k vyuziti platformy cloud computingu.
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4 Zavér

Zpracovani nestrukturovanych dat zinternetu muze pfinést firmam konkurenéni
vyhodu. Pro nasazeni v malych a stiednich firmach je diilezité urcit ucel zpracovani takovych
dat. Rozhodujici pro nasazeni CI je ovSem cena pfipravovanych aplikaci, protoze v soucasné
dob¢ nejsou na trhu typova feseni. Pokud se jedna o pozadavky na standardni informace,
je mozné vyuzivat analyzu off-line pfedzpracovanych dat a vybrat si z nabidek spole¢nosti
zpracovavajici data o ekonomickych subjektech na tuzemském trhu. Reseni stavéna na kli¢ by
velké finan¢ni zatizeni. Proto piedpokladame, ze jej ve vétSin€ piipadi nebudou zatim
v dohledné dob¢ firmy v ramci SME’s vyuzivat. Objevuje se tak vyznamny potencial ¢eského
trhu ve dvou dimenzich, coz znamena pfipravit typové feseni s moznosti jeho customizace pro
konkrétniho zdkaznika a dale nabidnout také feSeni napt. na platformé SaaS v podminkach
cloud computingu.

LITERATURA

1. F. Nguyen, T. Pitner, T. Information System Monitoring and Notifications Using
Complex Event Processing. Paper presented at the 5th Balkan Conference in Informatics
BCI. Novi Sad, Serbia. pp. 211-216, 2012, d0i:10.1145/2371316.2371358.

2. N. Smith, R. Wollan, C. Zhou. The social media management handbook: Everything you
need to know to get social media working in your business. New Jersey: Wiley, 2010.

3. V. Kraj¢ik, M. Tacina. Methodology of Implementation of Information System for the
Management of the Process Investment Activity (MISP). In IDIMT-2013: Information
Technology, Human Values, Innovation and Economy. pp. 77-84, Praha: Trauner Verlag,
Linz 2011. ISBN:978-3-99033-083-8.

4. J. Ministr, J. Racek. Analysis of Sentiment in Unstructured Text, In IDIMT-2011:
Interdisciplinarity in Complex Systems. pp. 299-304, Jindfichtiv Hradec: Trauner Verlag,
Linz 2011.

5. V. A. Yatsko, T. N., Vishnyakov. A method for evaluating modern systems of automatic
text summarization. Automatic Documentation and Mathematical Linguistics, vol. 41, no.
3, pp. 93-103. 2007, doi: 10.3103/S0005105507030041.

6. C. M. Olszak. The Business Intelligence-based Organization — New Changes and
Posibilities. In the International Conference on Management, Leadership and Governance.
Pp. 241-249, Bangkok, Thailand, 2013.

7. J. Hanc¢lova, P. Doucek. The Impact of ICT Capital on Labor Productivity Development in
the Sectors of Czech Economy. In IDIMT-2012: ICT Support for Complex Systems. pp.
123-134, Jindfichtv Hradec: Trauner Verlag, Linz 2012.

8. ALLEMANG, Dean a James HENDLER, 2011. Semantic Web for the Working
Ontologist: Effective Modeling in RDFS and OWL. 2nd ed. Waltham: Morgan Kaufmann
Publishers, ISBN 978-0-12-385965-5.

9. HEBELER, John, Colin EVANS a Jamie TAYLOR, 2009. Semantic web programming:
modeling in RDF, RDFS, and OWL. 1st ed. Indianapolis: Wiley Publishing, 616 s. ISBN
978-047-0418-017.

10. SEGARAN, Toby, Ben ALBAHARI a Peter DRAYTON, 2007. Programming collective
intelligence: building smart web 2.0 applictions. 5th ed. Sebastopol: O'Reilly, 334 s.
ISBN 978-0-596-52932-1.

107



11.

12.

13.

14.

15.

16.

YU, Liyang, 2007. Introduction to the Semantic Web and Semantic Web Services. 1st ed.
Chapman and Hall/CRC, 368 s. ISBN 978-1584889335.

Mita Nasipuri Kamal Sarkar and Suranjan Ghose. A new approach to keyphrase extraction
using neural networks. IJCSI International Journal of Computer Science Issues, 7(3):16—
25, March 2010.

Eibe Frank Carl Gutwin Craig G. Nevill-Manning lan H. Witten, GordonW. Paynter. Kea:
practical automatic keyphrase extraction. In DL ’99 Proceedings of the fourth ACM
conference on Digital libraries, page 254-255, 1999.

Christopher D. Manning Yoram Singer Kristina Toutanova, Dan Klein. Feature-rich part-
of-speech tagging with a cyclic dependency network. In Proceedings of HLT-NAACL,
pages 252—-259, 2003.

Stefan Evert Eugenie Giesbrecht. Is part-of-speech tagging a solved task? an evaluation of
pos taggers for the german web as corpus. In Web as Corpus Workshop WACS, pages 27—
35, September

Kraj¢ik, V. Information Center for Entrepreneurs — Processes and Project Management.
In 4th International Symposium International Business Administrations. Silesian
University in Opava, Karvina 2006. p. 382-391. ISBN 80-7248-353-6.

108



USING TAG CLOUDS TO VISUALIZE TEMPORAL ASPECT
OF DATA

Janusz Tuchowski
Cracow University of Economics, janusz.tuchowski@uek.krakow.pl

Katarzyna Wéjcik
Cracow University of Economics, katarzyna.wojcik@uek.krakow.pl

ABSTRACT

In this paper we would like to present results of our research focused on using tag clouds to
visualize the changes in data over time. Tag clouds can be used to present most important
keywords in particular domain. The appearance and importance of particular keywords can
change over time. On the tag cloud it can be mark through visual modification of the tag. We
can change the color or the shape of tag to show its importance in particular moment in time.

KEYWORDS:
Tag clouds, text mining, visualization, keywords

1 Introduction

Tag clouds are very useful tool for data visualization. They can be used to present
most important keywords in particular domain.

In this paper we would like to present results of our research focused on using tag
clouds to visualize changes in data over time. The appearance and importance of particular
keywords can change in the long run. On the tag cloud it can be mark through visual
modification of the tag. We can change the color or the shape of tag to show its importance in
particular moments in time. However it is important to remember about the clarity of clouds.

2 Keywords in abstracts of scientific papers

Keyword (index term, subject term, subject heading, or descriptor) in information
retrieval, 1s a term that captures the essence of the topic of a documentl. Index terms can
consist of a word, phrase, or alphanumerical term.

In most of scientific magazines or journals authors are asked to point out few
keywords of the paper. On this basis editors can identify the best revivers who specializes in
particular area. During conferences keywords can be used to schedule presentation in suitable
session. On the basis of keywords a lot of conclusions concerning particular domain of
knowledge can be inferred.

Not always we have keywords given by the author. They can be identified by
analyzing the document either manually or automatically with different methods of keyword
extraction. The text-mining methods of keywords identification can be divided into few
groups (Gtadysz, 2013):

e methods based on frequency matrix
e methods based on SVD decomposition

e methods using results of luster analysis

1 http://en.wikipedia.org/wiki/Index_term
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e methods based on LDA method

e methods based on supervised learning —KEA algorithm
e graph methods —~RAKE algorithm

e clouds of tags

As it can be seen tag clouds are one of the methods used for keywords extraction.

3 Tagclouds

A tag cloud (or word cloud) is a visual representation for text data, typically used to
depict keyword metadata (tags) on websites, or to visualize free form text2. It can be treated
as visual summary of document content (Lee, et al., 2010).

Tags are usually single words, and the importance of each tag is shown with font size
or color. More frequently word appears in the document (or on web site) more important it is.
Tag clouds are very popular on personal or commercial web pages, blogs and social
information sharing sites (Hearst, et al., 2008). Since they became so popular and commonly
used there are a lot of web services offering tag clouds creation applications. They can work
on different input data types (such as file, website, plain text etc.). Tag clouds can have
different shapes and colors. Also various fonts can be used.
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Figure 6. Examples of tag clouds. Source: own elaboration in tugxedo.com

Figure 6 above presents exemplary tag clouds created in one of free tools available in
the internet. All of them were prepared on the basis of the same data source.

4 Visualization of temporal aspect of data using tag clouds

Tag clouds can evolve as the associated data sources change over time (Lee, et al.,
2010). However classic tag cloud presents the visualization of data source in particular
moment of time. When there is a change in data new cloud is created.

There is a few of papers concerning the problem of taking time dimension into account
on cloud of tags. Most interesting propositions involve distortions of tag shape, transparency
regulation or coloring the background of tag in different tones reflecting tag frequency in
particular moment of time (Nguyen, et al., 2011).

The two other approaches that include time related information on tag clouds are
tagline and tag clouds containing line charts for each tag (Lee, et al., 2010). In our research
we decided to test second of them. However we made some examples using tagline.

Tagline is a sequence of tag clouds that are associated with time. It is created from a
collection of documents. Each document must be assigned to particular time period. Dynamic

2 http://en.wikipedia.org/wiki/Tag_cloud
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slider allows navigating through tag clouds generated for different (subsequent) time periods.
Only one tag at time can be displayed.

Figure 7 presents sample of Tagline Generator capabilities. Example concerns two
consecutive years.

{«<»} &)

:oc:_ 1996 _

computing

nentatoln

user

Figure 7. Two consecutive tag clouds; Source: own elaboration in Tagline Generator, http://chir.ag/projects/tagline

5 Empirical studies

The main part of the work is devoted to our proposition of taking time dimension into
account on cloud of tags. It bases on tag clouds containing line charts for each tag.
4.1 Data source

In our research we used collection of paper abstracts concerning Management
Information Systems (MIS). About half of abstracts used in research had predefined keywords
attached.

Collection includes 2360 abstracts from 5 leading journals in MIS area:
e European Journal of Information Systems (since 1992),
e Information Systems Journal (since 1991),
e Information Systems Research (since 1990),
e Journal of Information Technology (since 1986),
e  MIS Quarterly (since 1977).

We obtained the collection in XML format. It was used in (Grabowski, 2011) for series
of research. Figure 8 presents exemplary abstract in its initial form. The first step was to
convert .xml file to data base. In this database except some description data original keywords
and keywords extracted from abstracts were stored.

To extract keywords RapidMiner application was used. The words from stop list were
removed. Remaining words were stemmed and then all synonyms were replaced using
WordNet. From this set only nouns were selected to database as keywords. All keywords were
one-word. It was very simple and imprecise method, but gave interesting results.

Figure 9 presents chart characterizing collection used in research. On this figure we
can see number of abstracts per decade. We can also read number of original and extracted
keywords per abstract per decade.
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<?xml version="1.8" encoding="UTF-8"2?>

<?xml-stylesheet type="text/css" href="script/paper.css"?>

<paper xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance” xsi:noNamespaceSchemalLocation="script/paper.xsd">

<id>

<journal>Information Systems Research</journal>

<year>1998</year>

<issue>4</issue>

<item>2</item>

<volume>9</volume>

</id>

<title>Globalization and Increasing Returns: Implications for the U.S. Computer Industry</title>

<authors>

<ali>Kraemer, Kenneth L.</ali>

<ali>Dedrick, Jason</ali>

</authors>

<keywords>

<kli>Increasing and Decreasing Returns</kli>

<kli>Globalization</kli>

<kli>Computer Industry</kli>

<kli>Industrial Policy</kli>

<kli>Industry Structure</kli>

<kli>Competition</kli>

<kli>Asia-Pacific Region</kli>

</keywords>

<abstract>Over the last twenty years, the computer industry has become global with respect to computer production as well as
computer use, a trend which has raised concerns among U.S. policymakers of hollowing out the industry and exporting employment.
This paper uses the framework of increasing returns to analyze the issue. It classifies market segments within the computer
industry, shows how the advent of the personal computer created these segments, examines how this change in the structure of the
industry led to the evolution of an Asia-Pacific production network, identifies company and country leadership in this network,
and evaluates the implications for the United States. It shows that some manufacturing employment, mainly in the decreasing
returns segments of the industry, has shifted to the Asia- Pacific region. However, it also shows that employment in some
manufacturing segments and in software and services, which are increasing returns or hybrid markets, has increased dramatically
in the United States. It concludes that the global division of labor between the United States and both companies and countries
in the Asia-Pacific region has been largely positive in that it has supported the continuing U.S. leadership position in the
global computer industry.</abstract>

</paper>

Figure 8. Exemplary abstract in XML format; Source: own
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Figure 9. Statistics concerning abstracts used in research; Source: own elaboration

Next two figures also characterize set of abstracts used in research. Figure 10 presents
characteristics of original keywords. There were not much of them (5407 words), but most
were unique (3614 words what gives between 90% and 95% per decade).

On Figure 11 we can observe that there were much more extracted keywords (25716
words) but they were mostly not unique (only 4486 what gives 15% to 40% per decade).

This has one important consequence. On Figure 12 we have trend for 20 most frequent
extracted keywords. The chart is difficult to read but not impossible. For original keywords
creation of that kind of chart was possible but it has over 50 words and it was impossible to
analyze it in any way.
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Figure 10. Original keywords used in research; Source: own elaboration
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Figure 11. Extracted keywords used in research; Source: own elaboration
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Figure 12. 20 most frequent extracted keywords through decades; Source: own elaboration
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4.2 Experiment

When all data were imported to database, the cloud creation began. We invented web-
based visualization application that generates cloud of tags. The font size reflects general term
frequency while line char in background presents this term frequency in particular period of
time. Figure 13 presents sample of created cloud.

cost astomes data decision design development diference
effort end enterprise environment evaluation evidence executive
focus form framework function future group help
individual industry influence information innovation integration inferacton
knowledge v beatae management manager matke mesue
retnerk o objecti . organization TS N
potential practice present problem proce SS product project
research pessecher Yeaniie result rien Lo roe
specific strategy structure Study success support survey

Figure 13. Cloud of tags; Source: own elaboration

We decided to move one step forward and every tag in the cloud is a link to bigger line
chart. On this charts we can investigate usage of particular words in 5 journals over time.
Figure 14 presents trends for organization tag while Figure 15 presents chart for word
internet.

organization (963)

European Journal of Information Systems
= Information Systems Journal

Information Systems Research
= Journal of Information Technology
= MIS Quarterly
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Figure 14. Single word frequency line chart (organization); Source: own elaboration

internet (234)

European Journal of Information Systems
= Information Systems Journal

Information Systems Research
= Journal of Information Technology
= MIS Quarterly
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Figure 15. Single word frequency line chart (internet);

Source: own elaboration

5 Conclusions and further research

Results presented in this paper are only initial ones. There is still much to do in this
area. However what we achieved ensures us that it is worthy do conduct further research in
this area.

Next step would be to apply other ways of data presentation (color, size, font and
position on the cloud). It is difficult when we want to keep the clarity of cloud so it could be
easily analyzed. Also some animations can be used to enrich data analysis. Another similar
topic would be to analyze relations between keywords.
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APPLICATION OF THE ARDUINO PLATFORM
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ABSTRACT:

Arduino is an open development platform that consists of the open hardware based on the
8-bit Atmel AVR microcontroller and the open source multiplatform integrated development
environment and libraries. This contribution focuses on our effort to develop a simple
autonomous robot designed around the Arduino UNO board that would be used to support
selected courses at Faculty of Nuclear Sciences and Physical Engineering.

At first, we introduce the Arduino platform and the Arduino UNO board. Then, the sensors
and the actuators of the robot are described in more details: the robot uses infrared and
ultrasound sensors to navigate itself in the environment. Arduino UNO works in perception —
action cycles, it converts sensor data to instructions to the motor driver that controls
caterpillar drives. Finally, we present our plans to utilize the robot in education
of programming and algorithms of the artificial intelligence.

KEYWORDS
Arduino, micro-controller, robotics, education

1 Introduction

During the recent years, the Arduino platform quickly gains popularity in various
fields including monitoring, control, electronics, robotics, or education. In this paper, a robot
built on top of the Arduino platform is described. At first, hardware and software parts of the
Arduino platform are briefly introduced, and then the Arduino UNO micro-controller is
presented in details. We have used this micro-controller to develop an autonomous robot that
acts as an intelligent agent. We describe sensors, actuators, and perception — action cycle
of the robot. Finally, we discuss our plans to use the robot in education of programming and
also we list the possible future upgrades of the robot.

2 Arduino platform

According to (4), the Arduino is an open-source electronics prototyping platform
based on flexible, easy-to-use hardware and software. Besides the hardware and software
parts, the platform also includes the strong community of users that create documentation,
share ideas, and create various Arduino project.

Processor core EEPROM Flash SRAM Timer

System bus

Interrupt controller Digital I/O Analog inputs Serial interface

Figure 16: Structure of the micro-controller
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The hardware part of the platform consists of family of micro-controller boards based
on the Atmel AVR processor. Micro-controller is a monolithic integrated circuit that contains
entire computer including processor, memory for programs and data, and peripherals such as
digital pins, analog inputs and outputs, serial interface, timer or interrupt controller. All
components communicate through the system bus.

In the following, we will focus on the Arduino UNO micro-controller that has been
used in the robot. Arduino UNO is based around Atmel AtMega328 processor. The processor
is supported by 32 kB of flash memory to store instructions (0.5 kB is used by the bootloader)
and 2 kB of SRAM memory that can be used to store variables. Additionally, 1 kB of
EEPROM is also available for user data; the EEPROM acts as a permanent storage (in
contrast to SRAM which loses its contents every time the board is switched off). However,
number of write cycles to the EEPROM is limited. Input and output is implemented in pins;
there are 14 digital pins that can be programmed either as input or as output. Six of these pins
also provide pulse width modulation (PWM). Pins 0 and 1 are used to receive (RX) and
transmit (TX) serial data. Additionally, a light emitting diode (LED) is connected on pin 13.
Arduino UNO operates on 5V, which can be provided by batteries, AC to DC convertor, or
USB cable. The USB cable can also be used to exchange data with other devices, such as
personal computer. Furthermore, the Arduino UNO board can be extended by shields
(daughter boards) that extend its features; e.g. there are Ethernet, Wi-Fi, Bluetooth, or GSM
shields available on the market, others can be developed manually.

» cara_vl | Arduino 1.0.4 ¥ @ &
File Edit Sketch Tools Help

cara_vl

void send{int pin} 3

{
digitalWrite{pin, HIGH}; L
delayMicroseconds(10); [J
//digitalwrite{pin, LOW);

h

|

void sendPulse({int pin)

digitalwWrite({pin, HIGH);
delayMicroseconds{10);
digitalwrite(pin, LOW};

Binary sketch size: 11,466 bytes (of a 32,256 byte maximum)

Figure 17: Arduino IDE

The software part of the Arduino project consists of the integrated development
environment (IDE) called Arduino and the Wiring library that simplifies programming of
input and output operations. The Arduino IDE is open source multiplatform application built
on the Java platform; it runs in MS Windows, in GNU/Linux with X server, or under Mac OS.
The code editor included in the Arduino IDE supports standard features such as automatic
indentation, syntax highlighting, or bracket matching. The IDE allows to compile the code in
the language similar to C++ to the binary form understandable by the Atmega328 processor
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and upload the binary code into the Arduino through the serial over USB connection. The IDE
contains the serial monitor than can be used to debug the communication over the serial line.

We will demonstrate the syntax of the language on a sample program (programs are
denoted as sketches in the Arduino IDE) that turns the LED attached on pin 13 on a off. Each
sketch contains at least two functions: setup and loop. The code in the setup function is
executed only once when the Arduino board is booted or restarted. The function thus mainly
serves for initialization of pins and variables. The code in the loop function implements the
desired behavior, typically it transform data that are read from the input pins to data that are
written on the output pins. Let us review the above mentioned sketch that toggles the state of
the LED:

#define LED 13;

void setup ()

{
pinMode (LED, OUTPUT) ;

}

void loop ()

{
digitalWrite (LED, HIGH) ;
delay (1000) ;
digitalWrite (LED, LOW);
delay (1000) ;

At first, the macro LED that contains the pin number is defined. In the setup function,
the corresponding pin is configured as output via the pinMode function. In the main loop, the
digitalWrite function is used to send either high or low voltage to the corresponding pin, thus
switching the LED on or off. The delay function pauses the execution of code for given period
of time.

The digitalWrite, pinMode, and delay functions are part of the Wiring library which
also contains functions for reading values of pin, communication over the serial line,
accessing the EEPROM memory, or working with interrupts. More details about function and
syntax of the language can be looked up in the reference documentation (4).

Arduino based robot

Our aim was to develop an autonomous robot intended line tracking. We have decided
to build the robot on the Arduino platform because of its openness, availability, and active
user community. Furthermore, with price tag of about 25€, Arduino UNO is relatively cheap
device.

The robot can be regarded as an example of the intelligent agent. In the artificial
intelligence, an intelligent agent is an entity that interacts with its environment through
sensors and actuators (2). Intelligent agent uses its sensors to sense various properties of the
environment and maps these values to the actuators that perform actions on the environment.
The agent works in the perception—action cycles. Intelligent agent may be software, e.g. a
chess program that senses the chessboard and moves of the adversary and uses these outputs
to select in some sense best possible move, or it may be some physical device such as a robot.

Let us review the sensors and actuators of the robot. As the robot is intended for line
tracking, it is equipped with the line sensor. We have decided to use the Pololu QTR-8RC
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model that consists of eight pairs of infrared emitters and receivers. The module generates 8
digital I/O signals that are connected to the digital pins of the Arduino UNO. The producer of
the sensor array provides library for Arduino which simplifies integration of the sensor into
the robot. The perception part of the robot consists of several steps which can be executed in
parallel on all signal lines:

1  The infrared LED needs to be turned on

The digital pin is configured as an output and high level is set
The capacitor needs to be charged for at least 10us

The digital pin is configured as an input

Time required to discharge the capacitor is measured

The Infrared LED is turned off

Arduino collects signals from digital 8 lines and calculates the position of the line with
respect to center of the line sensors. The deviation of the line, after processing by algorithm
for line following, serves as input to the motor driver Sabertooth 2x5 which can be regarded
as an actuator of the robot. The Sabertooth motor driver can control two DC motors,
continuously providing up to 5A to each one. The Sabertooth is a very flexible device, it can
be used to control motors with analog voltage, serial, or radio control depending on its
configuration that are described in detail in (6). Sabertooth offers independent operating
modes for speed and direction which makes it ideal for differential drive robots; it can process
up to 3000 commands per second. Additionally, it features 5V battery eliminator circuit which
can be used to power the micro controller, in our case the Arduino UNO board.

o OB WDN

Figure 18: Sideview of the robot

In our case, the Sabertooth 2x5 controls two DC Pololu 1117 motors which drive the
tank chassis through the double gearbox Tamiya 70168. Components of the robot are mounted
on the construction set TANK-02 produced by the company Hobbyrobot and metal
construction set Merkur. The robot is powered by 6 AA rechargeable batteries that provide the
power to the motor driver that distributes it to the Arduino UNO.
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In the near future, we would like to append ultrasonic ranger sensor SRF05 that could
be used as an obstacle detector or for orientation of the robot in the space. We also consider a
possibility of attaching the Wi-Fi shield on top of the Arduino UNO board. This would enable
the remote control of the robot. Furthermore, the mapping of sensor inputs to actuators could
be done outside of the Arduino.

3 Algorithm for line following

Our robot’s algorithm for line following is based on implementation of a proportional-
integral-derivative (PID) controller. This type of algorithm is easy to divide to elementary
blocks, which is good for easier understanding and quicker learning curve. These basic blocks
are:

7 proportional controller with normalized linear input
proportional controller with normalized non-linear input
derivative controller with normalized linear input

10 derivative controller with normalized non-linear input

11 integral controller with normalized linear input

12 integral controller with normalized non-linear input

Students can then see behavior of robot with different kinds of control algorithms in
dependence on which blocks are used. Algorithm for the full PID controller with all blocks
can be written in form of following mathematical formula:

t
u@=KmMﬂ+%ﬂAﬂ+%Jﬁ@MPH%j
0 0

t
d
en(D)dT + Ky -e1(t)

d
+ Kdz E €n (t)
where

Kp1, Kp2- Proportional gain, a tuning parameter
K1, K;»- Integral gain, a tuning parameter
K41, K4,- Derivative gain, a tuning parameter
e; — Linear error function
en,— Non-linear error function, implementation can vary
t— Time parameter
u— Controller output

The controller output must be further transformed to control signals for motors.
Example code for Arduino follows:

void defuz (float reaction)

{
if (reaction < 0.0)
{
Left motor = 242.0;
Right motor = 8.0 - reaction * 112.0;

Left motor = 242.0 - reaction * 112.0;
Right motor = 8.0;
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The next important part in development process is setting of variables of the PID
controller. It is difficult process for which several methods exist. The most basic way is to set
it manually in steps simply by observing behavior of robot and then tuning of parameters.
This approach can prove chaotic and non-effective, but it is important for learning process.
More sophisticated methods such as Ziegler—Nichols (3) or Cohen—Coon (1) are usually used
in a practice and when students start to understand principles of PID controller.

4 Application of the robot in education

Currently, two samples of the above described robot are assembled. It is our aim to use
these robots during education of programming and algorithms at the Department of Software
Engineering of the Faculty of Nuclear Sciences and Physical Engineering. We are now
preparing a function library containing elementary operations such as make step, turn left,
turn right, turn back, or is path clear. We would like to use this library to make students to
teach the robot to drive in circles, to drive until it reaches obstacle ... This will familiarize
students with basic concepts including iterations, conditions, and subprograms. We believe
that work with robots will be interesting even for students who do not wish to choose
programming as their specialization. We would like to visit secondary schools with the robot
to invite new students to our department.

Furthermore a new course Advanced algorithms will be started from the academic year
2013/2014. During the course, the robot will be used to demonstrate several selected
algorithms of the machine learning, state space search, particle filters, or control theory (see
above).

5 Conclusion and outlook

We have presented an Arduino based robot that is able to track line using the line
sensor. It is our plan to append ultrasonic range sensor that will allow the robot to detect
obstacles and to identify its position within the space. Starting from the academic year
2013/2014 we will use the robot to support education of C++ programming and algorithms at
Faculty of Nuclear Sciences and Physical Engineering.
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ABSTRACT

The article describes the general socio-technical system and its possible identification with
the definition of the data, information and experiences model involving gradually a systemic
integrated interface human-ICT system and with modelling defining requirements for the
cyberspace of the technical environment (IT) and cyberspace of the social environment with
aview to possible further increase in intelligence of both environment and to minimize the
referred interface and shift the model to the new profile of the cybernetic concept of education
in the new environment of virtual universities.

The article briefly expressed the profile of the identification of the given environment,
assesses the possible mathematical modelling of IT and defined social system and the
possibility of optimizing and a later simulation of interesting and promising environment
created as part of the new economy in the world.
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1 Uvod

Nova ekonomika je a bude ¢im déale vice zalozena na informacich, znalostech,
systémoveé vymezeném a integrovaném prostiedi modernich informacnich a komunikacnich
technologiich (ICT), modernim fizeni a tvorb¢ integrovanych modelli elektronického
podnikani, elektronického vzdélavani a to u stavajicich a zejména pak ve virtudlnich
prostiedich.

Konkurence ve vSech oblastech bude vzdy globalni s dirazem na uroven socidlniho
a technického prostfedi postupné vymezovaného inteligentnimi technickymi prostfedky
vzniklymi systémovym feSenim modelt velmi slozitych hierarchickych struktur v
kyberprostoru a také odpovidajicim zvySovanim vzdélanosti a to jiZz dnes ve virtudlnich
prostiedich. Tento trend vyvoje je perspektivni a vytvarejici novou oblast aplikované
kybernetiky.

Klicem k tuspéchu bude schopnost inovovat a neustile zdokonalovat socidlné-
technické prostfedi pro moderni fizeni celé spolecnosti a pruzné vzdélavat v oblasti IT
socidlni prostfedi v nové ekonomice svéta. Vznika prostor, kde tradi¢ni transakce dat
a informaci jsou postupné a jist¢ vytlacovany novymi kyberprostory vzdélavani IT.

6 Model realného systému vzdélavani

6.1 Moznosti identifikace realného prostredi

Na zakladé modernich pfistupt k tvorbé modell realnych systému a na zakladé vyuziti
obecné teorie systému a aplikacnich teorii této védni oblasti je mozné definovat systém S (
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Obrazek 4) jako ucelové definovanou mnozinu prvki P a vazeb (relaci) R mezi t€émito
prvky mnoziny P
S={P,R}
kde:
P ={ pi }, jsou na dané rozliSovaci urovni prvky pi,
ie], proi=1,....k,..,,n
R ={ri;j}jsou relace r mezi prvky s indexyiaj
iel, proi=l,....k,..,,n
jel,proj=1,.k, ..,nJ

Prvky pi systému S jsou elementarni ¢asti systému S. Mnozinu P vSech prvkl pi
nazyvame universum systému. Vazby jsou vzajemné zavislosti mezi prvky pi a pj nebo
vzajemné pusobeni mezi témito prvky. MnozZina vSech vazeb (vztahu, relaci) R = {ri, j}je
mezi prvky pi a pj systému. Struktura systému mize byt funkéni, technicka, informacni,
Casova, organizac¢ni, apod. Specifickou strukturu systému tvoii tzv. hierarchicka struktura,
kterd vyjadiuje vztahy nadfizenosti a podfizenosti redlnych systéml S. Z okoli na systém
S plisobi podnéty (vstupy I do systému S na definované prvky pi. Podnéty mohou mit rizny
charakter: mohou byt pfesné definované, nebo stochastické informace, nebo Sumy, nebo
parazitni podnéty, nebo v modernim svété pak informace kyberterorismu, atd. Systém
S piisobi na okoli reakci (systém reaguje na okoli tohoto systému) — a to chovanim
vyjadifenym jako reakce systému O (vystup systému S). Reakce systému (vystup, chovani
systém oznacené O) jsou dany vstupy I, moZnostmi vlastni struktury systému S a chovanim
okoli daného systému (které miize byt deterministické, nebo stochastické, nebo statické, nebo
dynamické prostiedi atp.).(Obrazek 4)

SYSTEM S
PODNETY CHOVANI
z okoli p1 (REAKCE)
systému S /
systému S

VSTUP \\A
P2

(INPUT)
|

(STRUKTURA SYSTEMU S)

OBECNY SYSTEM S A JEHO OKOLI (I, O)

Obrazek 4 Systém a jeho podstatné okoli
Zdroj: vlastni zpracovany podle (Dvoiak, 2002)

Na zakladé procest poznani — analyzy (Obrazek 5) nebo identifikace, rozpoznavani
scén a prostiedi v definovaném prostiedi systému S a jeho okoli vytvotime model M zvolené
mnoziny systémi S. K procesu transformace systémii na model lze vyuZit klasického
prostfedi modelovani nebo moderniho modelujiciho prostfedi — tj. sit€¢ pocitacii, obecné
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informacnich a komunikacnich systémti (modernich technologii ICT). Model M zvolené
mnoziny systému S je vyjadfen vhodnym jazykem (jako prostiedkem sdélovani informace
mezi systémy) a to ve forme textové informace — tj. pfirozenym jazykem, dale matematickym
jazykem — tj. prostiedky matematiky a fyziky atd.).

Jestlize systém S;j (z mnoziny systému S1,S>....,Sm se svymi podstatnymi ¢astmi okoli)
je reprezentovan nové Kkybernetickym systém KS;, pak uvedené realné prostfedi systému
S muzeme vyjadfit nasledujicim obrazkem (Obrazek 5).

Mnozina kybernetickych systémi KS tvoii matici prvka KSij(i=1,2,...,n j=1,2,...,m) a
propojeni relacemi mezi t€émito prvky. Je vytvoiena hierarchicka struktura kybernetickych
systémii oznacena KS (Obrazek 6

Jestlize vyjadiime systém S; (Obrazek 5) jako kyberneticky systém, pak uvedeny bude
obsahovat podsystém KSi a Vv maticovém vyjadieni dal$i kybernetické podsystémy

rrrrr

systémem v dalsi vrstvé a vznika hierarchicka struktura kybernetického (kybernetickych)
systémi KS (

Obrazek 6). Uvedené prostiedi hierarchické struktury KS je pracovné rozdéleno na:

e technické prosttedky IT (tvofici redlné prostfedi systému technického zabezpeceni
vzdélavani ,, T,

e socialni systém (tvorici realné prostiedi socidlniho systému pro vzdélavani ,,V*,

e rozhrani mezi technickymi prostiedky a socidlnim systémem ,,X* (tvofici systém
vztaht ,,Clovek — stroj v tomto piipadé ,,studujici — prostiedky ICT).(Obrazek 6)

MNOZINA [~
SYSTEMU Klasické prostredi pro
S1,S2,....Sm {1l modelovani systémi
. !
Systém S, ANALY’ZA i :
vybranych i1 Moderni prostiedi pro
: systemua |[;! X e
a jeho iich i1 modelovani (pogitace -
podstatné Jelen. i | Informaéni a komunikaéni
podstatného |1} hnoloa
- okoli :: technologie (ICT))
Systém S: P
a jeho !
podstatné U
okoli MODEL M
zvolené mnoziny systémui S
Systém S_
a jeho
nodstatné P
TRANSFORMACE SYSTEMU NA MODEL

Obrazek 5 Transformace systémii na model; Zdroj: vlastni
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Ramcové vymezeni identifikace redlného prostiedi vzdélavani je vyjadieno (Obrazek
5) a tvofi mnozinu klasickych metod analyzy systému a transformaci tohoto procesu na model
M. Moderni pojeti analyzy je spojeno s vyuzitim ICT prostfedi pro rozpoznavani téchto
analyzovanych systému S;.

6.2 Moznosti tvorby kyberprostoru vzdélavani

Velmi slozitou otdzkou soucasné feSen¢ho vyzkumu je k tradi¢nim dynamickym
prostiedim (Obrazek 6) ,, T, ,,V* a ,,X“ vytvofit mnozinu modell vyjadiujicich dynamiku
a adaptabilnost kybernetickych systémul a obecné zejména jejich pruzného okoli:

e model kybernetického systému technického zabezpeceni vzdélavani ,,MT*,
e model kybernetického systému socialniho prostiedi pro vzdélavani ,,MV*,

e model rozhrani ,,.X* ,,studujici — prostfedky ICT* tj. rozhrani socialné-technického
prosttedi kyberprostoru virtualni univerzity,

e model okoli kybernetickych systéml vyjadiené podnéty (vstupy 1) a chovanim
(vystupy O),
s cilem zvySeni inteligence kyberprostoru MT a MV, minimalizace (optimalizace) tohoto

rozhrani a posun celého modelu do nového profilu kybernetického pojeti vzdélavani v novém
prostiedi inteligentnich virtualnich univerzit (s modely umé¢lé inteligence).

Vytvofeni celého systémoveé pojatého kyberprostoru je vyjadreno na (Obrazek 7), kde
jsou uvedeny tii modely: kyberprostoru ICT (vyjadifeného modelem IT — tj. technickym,
programovym a komunika¢nim prostfedim atd.), kyberprostoru uceni (vyjadieného modelem
realného socidlniho a organizac¢niho prosttedi apod.), kyberprostoru vzdélavani (vyjadieného
uvedenymi kybernetickymi systémy tvoticimi model ,,socialné-technického prostiedi® tohoto
velmi slozitého dynamického, adaptabilniho a inteligentniho kyberprostoru s prostfedky
a modely um¢l¢ inteligence v kyberprostoru moderni bezpecnosti informaci a dat atd.).
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Obrazek 6 Modely kybernetickych systémi T a V; Zdroj: vlastni

7 Model moznosti IT vzdélavani na virtualnich univerzitach

7.1 Vyzkum v oblasti modelovani kyberprostoru vzdélavani

Na zaklad¢ provadeéné analyzy soucasného klasického vyuCovani na ,kamennych
univerzitach“ tj. klasického vyjadieni hierarchicky ¢lenénych obord, specializaci, ptedméti
atd. jako modela kyberprostort v systémoveé definovaném prostiedi technického zabezpeceni
vzdélavani, socidlniho prosttedi vzdélavani a rozhrani obou téchto kyberprostorii
s uvazovanim jesté modelu specialniho kyberprostoru prednasejicich, lektort atd. — tedy
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Obrazek 7 Model prostiedi virtualni univerzity v kyberprostoru MT, MV a MTZ; Zdroj: vlastni

v modelu dnes existujiciho pedagogického a odborného kyberprostoru socialniho systému.
Vyhodnocovani tohoto dynamického a pruzného, deterministického 1 stochastického
apruzné¢ho a adaptabilniho prostfedi je vysoce narocné a to s piekonavanim riznych
| konzervativnich a historicky tradi¢nich forem vzdélavani socialniho systému nyni jiz pro
nové podminky rozvijené moderni védy, vyzkumu a také praktickych aplikaci revolu¢niho
technologického procesu ve svété a novych fyzikalnich principii, materidlovych technologii
apod.

7.2 Model adaptabilniho systému virtualnich univerzit

Na zaklad¢ publikovanych odbornych c¢lanka ve svét€ je proces modelovani
virtudlnich univerzit spojen s dynamikou vyvoje informacéni spolecnosti tj. predevSim
s popisem moznosti IT v procesu projektovani univerzitniho vzdélavani kyberprostoru
socialniho systému z pohledu potieb:
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e vzdélavani riznymi ,,hybridnimi* formami vyuky,

e propojovani kyberprostort s cilem perspektivni systémové integrace téchto
prostiedi,

e pfizplsobeni riznych heterogennich siti IT s preferovanim internetového prostiedi
svéta,

e novych integrovanych kyberprostorii u vS§ech uvedenych tii oblasti,

e filtraci riznych prostfedkti kyberterorismu atd. v oblasti tohoto nebezpeéného
fenoménu jiz existujici kybernetické valky ve svéte,

e piesné oddéleni vzd€lavaciho prostiedi kyberprostoru v Case a realném systémovém
prostoru svéta,

e aktivniho rozvijeni pozadovanych a predikovanych znalosti a dovednosti v celém
socialnim spektru tohoto kyberprostoru,

e synchronizace uvedenych slozek kyberprostoru s cilem poskytovani alternativnich
metod studia,

e chépani vicetrovitovych strategii vychovného a vzdélavaciho procesu a uceni
ve vSech tfech urovnich uvadéného kyberprostoru,

e piekonavani klasické prostorové a Casové bariéry v novém pojeti e-learningu
ve virtualnim kybernetickém systému vzdélavani na univerzitach.
Predpokladané vyhody virtualnich univerzit:
e rozvoj a vyuzivani ICT a modernich prostfedkti IT vuvedenych modelech
kyberprostorti s moznosti jejich systémové integrace,

e hierarchické pojeti kybernetickych systémi ve virtudlnich univerzitach pfinese
moznost nevidaného celosvétového pienosu informaci a znalosti, vzdé¢lanosti
a kultury, atd.

Nevyhody lze spatiovat:
e napf. v pojeti autorskych prav a obecné v pravnim prostiedi kyberprostoru,
e naklady spojované s bezpeCnym kyberprostorem virtudlnich univerzit.
8 Zavér
Piinosem feSen¢ho projektu je systémové vymezeni kyberprostorli virtualnich
univerzit a modelovani uvedenych prostfedi s novymi moznostmi projektovani informacnich

a komunikacnich systémii v hierarchickych kybernetickych systémech moderni virtualni
univerzity.

Prispévek je vystupem projektu specifického vyzkumu ,,Vyuziti ICT a matematickych
metod pri Fizeni podniku* tematickd Cast tohoto projektu: ,,Systémové integrované prostredi
pro navrh inteligentnich modelii, modelovani a simulaci moderniho kyberprostoru podniku‘
Interni grantové agentury Vysokého uceni technického v Brné s registracnim ¢islem FP-S-13-
2148 (2013-14).
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TRAINEESHIPS FOR YOUNG ICT STUDENTS AS A TOOL
TO OBTAIN PRACTICE
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ABSTRACT:

The aim of this paper is to characterize the project by the Fund for further education titled
Traineeships for young people. The paper will explain the position offered by ICT, their
description and required skills. It describes the process and requirements for i mentor of ICT
internships.

KEYWORDS:
Processes, Project, Traineeships, Position by ICT.

1 Uvod

Ceské vysokoskolské prosttedi a zplsob pfipravy novych vysokoskolskych
vzdelanych lidi se dostal v naSich zemich na rozcesti. Chceme-li udrzet konkurenceschopnost
naSich podnikli v globdlnim prostfedi, musime myslet globaln¢ i pfi zménach a pldnované
transformaci vysokoskolského systému. Nesmime vSak zapomenout na jednu véc. Nelze jen
kopirovat globélni vzory, musime i zde myslet lokaln€¢ a hledat nové pfistupy a nové cesty.
Vzdyt globalni trhy a globalni podniky oceni konkrétni zkuSenosti a nové ptistupy k feseni
potifeby novych kompetenci vysokoskolskych vzdé€lanych lidi. Neni cesta memorovani
a informaci, je cesta hleddni novych znalosti zaloZzenych na dovednostech a zkuSenostech.
Profesor Zeleny k tomu tika:

»Svobodny trh dnes prosazuje samosluzbu (self-service), odstraiovani zbyte¢nych
mezi¢lankll (disintermediation), masovou kustomizaci a individualizaci vyrobkl a sluzeb
(mass customization), jakoz i novou lokalizaci hospodarské ¢innosti, po¢inaje od zemedélstvi
(precision a vertical agriculture), ale rozsitujici se 1 do vyroby a sluzeb, startujici novy cyklus
sektorového rozvoje, tentokrat na lokalni trovni. ,,Mysli globaln€ a jednej lokaln&* vystihuje
historickou transformaci ,,

Think globally, act locally je heslo, které je v souvislosti s globalizaci a nastupem
komunikac¢nich technologii velmi €asto uvadéno. Moznd by bylo uzitecné k prvni a druhé
¢asti hesla pfipojit vztah ekvivalence. Tedy nejen nejdiive mysli globalné, ale pak jednej
lokalné, jinak predpokladem lokalniho kondni je globalni mySleni. Zaroven vSak plati
v ekvivalenci i1 opaény vztah - z pfedpokladu globalni mysleni vychazi lokéalni konani. Jednim
z dobrych ptikladt vzdélavaci inovace je realizace projektu Staze ve firmach.

9 Staze ve firmach jako priklad aspésné inovace

Fond dalsiho vzdélavani (FDV), pfispévkova organizace Ministerstva prace
a socidlnich véci (MPSV), v Cervnu 2012 zahdjil realizaci projektu Stize ve firmach -
vzdélavani praxi (registraéni Cislo CZ.1.07/3.1.00/41.0001). Hlavnim cilem projektu je
zavedeni inovativniho systému dal§iho vzdélavani prostfednictvim stazi ve firmach a zvyseni
uplatnitelnosti ob&anti na trhu prace. Projekt je uréen pro obéany Ceské republiky nebo pro
osoby s trvalym pobytem na tizemi Ceské republiky (mimo OSVC a osoby se statusem
studenta), které maji trvalé bydli§t¢ mimo hlavni mésto Praha. V prvni fazi bude v ramci
projektu vzdélavano 5.000 ucastniki. Zaroven budou zmapovany potieby upravy legislativy
tak, aby se poskytovani stazi stalo pro firmy atraktivnim zptisobem, jak ziskat kvalifikované
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pracovniky, a zvysilo jejich motivaci staze poskytovat. Projekt by mél i napomoci k ukotveni
zpusobu dalsiho vzdélavani formou stazi do ceské legislativy.

Divody vzniku projektu jsou nasnadé — nejen Ceské republika, ale cela Evropska unie
se potyka s nedostatkem pracovnich prilezitosti pro mladé uchazeée o zaméstnani. VéEtSina
firem absolventy nechce piijmout pravé kvili chybéjicim praktickym zkuSenostem. Tento
nedostatek by mél nové kompenzovat projekt Staze pro mladé zéjemce o zaméstnani, ktery
poskytnutim pracovni praxe prispéje ke zvySeni zameéstnanosti a konkurenceschopnosti
budoucich absolventd na trhu prace. Projekt mé také za cil usnadnit navazani kontaktl mezi
zam¢stnavateli a potencialnimi zaméstnanci, ale piedevSim — Zzaci a studenti ziskaji
prostfednictvim stdZze pracovni ndvyky a praktické zkuSenosti ze svého oboru, které tolik
potiebuji. Projekt Stdze pro mladé piesahuje bézny ramec Skolnich osnov, tudiz jeho tkolem
neni tyto osnovy dopliiovat ¢i upravovat, nybrz fesit nezaméstnanost absolventl §kol na trhu
prace. Pro uchazeCe o stdz to znamena, Ze se jednd o volnocasovou aktivitu, kterd zadnym
zpusobem nezasahuje do jejich Skolnich povinnosti

9.1 Hlavni prinos stazi

Jednou z piekazek, s niz se absolventi po odchodu ze $koly musi potykat, je jejich
nedostate¢na praxe. Projekt Staze ve firmach — vzdélavani praxi napomaha tento problém
efektivné fesit — absolventi mohou po ukonceni studia nastoupit na staz do firem, které
podnikaji v jejich oboru, mohou si tak ovéfit svoje znalosti a dovednosti v praxi a vylepsit
svou pozici na trhu prace. Pro nezaméstnané, eventualné osoby, které se na trh prace vraceji
po urcité pauze, je stdz uzitecnym prostiedkem k poznani, jak se za dobu, kdy byli bez stalého
mista, zménila situace v jejich oboru.

Po Usp&$ném ukonceni staze ziskaji ucastnici certifikat o jejim absolvovani. Staz
ve firm¢ predstavuje investici stazisty do své vlastni budoucnosti a moznost lepsiho uplatnéni
na trhu préace.

9.2 Co ziskaji ucasti na projektu partnerské firmy

Podnikatelské subjekty, které se zapoji do projektu StaZe ve firmach — vzdélavani
praxi, dostanou ojedinélou moznost zaSkolit a vychovat si budouci odborniky v oblasti,
ve které podnikaji. MoZnosti (nikoli povinnosti) je tyto staZisty nasledné¢ zamé&stnat. Zapojeni
se do projektu mize navic napomoci zdokonalit interni vzdélavaci mechanismy dané
spolecnosti. Naklady na staZ budou hrazeny z fondl Evropské unie, a to pfi splnéni vSech
podminek staze.

Zapojeni se do projektu ma vSak zna¢né vyhody i pro samotné poskytovatele stazi.
Tém ucast v projektu davéa pftilezitost ,,odzkouset si moZného budouciho pracovnika
a zavazat si ho pfipadné k dalsi spolupraci (ta v§ak neni podminkou). V neposledni fad¢ firma
obdrzi c¢asteCnou ndhradu mzdy mentora, kterd vychazi zprimérné mzdy dle oborh
v jednotlivych krajich. VeSkeré naklady na refundaci mzdy mentora a proplaceni mzdy
staZisty budou poskytovateli uhrazeny po uspéSném vyhodnoceni staZe. Poskytovateli staZe se
mohou stat pouze soukromé subjekty podnikajici na tzemi Ceské republiky a disponujici
mentorem, ktery stazistu povede v prubéhu piisobeni ve firmé.

10 ICT pozice v projektu Staze ve firmach

V ramci projektu jsou definovany pozice svymi Sablonami — konkrétné Kodér webu,
Programator, Programator analytik, Spravce siti, Technik IT a Webovy grafik. Sablona staze
predstavuje zadkladni rimec odborné staze pro typovou pozici a obsahuje pozadavky na obsah
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a prubéh staZe, na staZistu i na poskytovatele stiZe. Sablona staZe je vychozim dokumentem
k vystaveni konkrétni karty staze poskytovatele a definuje hlavni pozadavky na stazistu.

10.1 KODER WEBU

Nize je uveden vycet ¢innosti, které¢ bude stazista béhem své odborné staze vykonavat.
Povinnosti poskytovatele stdze je zajistit, aby se stazista se vSemi nize uvedenymi Cinnostmi
prakticky seznamil. Pokud neni mozné z objektivnich diivoda (napf. sezénnost vykonavanych
¢innosti, cyklus vyroby, zivotni cyklus projektu apod.) v prubéhu trvani staze zajistit
prakticky nacvik vSech nize uvedenych Cinnosti, je povinnosti poskytovatele stdze seznamit
stazistu s témito ¢innostmi alespon teoreticky. Pro pozici kodér webu to jsou

a) Uzivani HTML a XML jazyku pro tvorbu a rozvoj webovych aplikaci.

b) Uzivani technologie JavaScript v prostiedi webovych prezentaci.

¢) Tvorba a uzivani zakladnich datovych struktur a modeld.

d) Seznamovani se s koncepci modelt Klient-Server a Model-View-Controller.
e) Seznamovani se s programovacimi jazyky PHP, ASP.Net a Java.

f) Seznamovani se s databazovym jazykem SQL.

Nize je uveden vycet odbornych kompetenci, jejichz osvojeni, trénink a nabyti
je predmétem realizace staze. Nabyti uvedenych odbornych kompetenci bude zajisténo
vykonem ¢innosti na stazi.

a) Znalost a orientace ve WWW technologiich.
b) Navrh a tvorba WWW prezentace s aktivnimi a dynamickymi prvky.

€) Rozvoj a udrzovani WWW aplikaci.

10.2 PROGRAMATOR ANALYTIK

Programétor analytik je pracovnik kvalifikovany v oblasti algoritmizace
a softwarového inzenyrstvi, ktery na zaklad¢ analyzy procest a pozadavkil uzivatelll vytvari
konceptudlni diagramy informacnich systému

a pocitaCovych aplikaci. Soucasti jeho pracovni naplné€ je testovani softwarovych

aplikaci z hlediska jejich ergonomie, funk¢nosti a uZitnosti. Programator analytik je schopen
posoudit jakost a funkcionalitu softwaru podle mezinarodnich ISO norem.

Vykonava ¢innosti:
a) Navrh ICT feseni dle zadanych specifikaci v podobé business a konceptualnich
diagrami, scénait aj., se zajiSténim rozhrani na stavajici informacni systémy
organizace.

b) Navrh datového modelu v¢etné navrhu databazového feSeni (MVC) a integrace se
stavajicimi systémy a ICT strukturami organizace.

C) Vybér a zavedeni nastroji softwarového inzenyrstvi potiebnych pro tvorbu
navrhovaného feSent.

d) Vybér a zavedeni testovaci nastroju pro realizované ICT feSeni.

e) Tvorba a vedeni dokumentace k ICT feSeni, z hlediska jeho navrhu, realizace,
testovani a zavadéni.

f) Procesni a metodické fizeni systémové a datové integrity navrhovanych feseni se
stavajicimi ICT strukturami organizace.
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10.3

9)

h)

Zavadéni a fizeni procesi implementace ICT feSeni vCetn¢ harmonizace s
uzivatelskym prostfedim.

Zavadéni a fizeni procesii provozu a udrzby ICT realizovanych feSeni vcetné
zménoveého fizeni.

Navrh a fizeni procesu legislativnich a metodickych zmén v wuzivatelskych
aplikacich.

Nize je uveden vycet odbornych kompetenci, jejichz osvojeni, trénink a nabyti je
pfedmétem realizace staze. Nabyti uvedenych odbornych kompetenci bude zajisténo vykonem
¢innosti na stazi.

3)
b)
c)
d)

e)
f)
9)
h)

Analyza, navrh, zavedeni a fizeni procesu systémova a datové integrace ICT feseni.
Navrh ICT feSeni podle pozadavkl zékaznika (business modely).
Néavrh a tvorba konceptudlnich a datovych modelt ICT feSeni.

Rizeni procesu implementace ICT feSeni vcetné harmonizace s uZzivatelskym
prostiedim.

Néavrh a zavedeni procesu provozu a udrzby ICT feSeni.
Vytvateni ICT dokumentace véetné piredavaci dokumentace.
Vytvéteni uzivatelské dokumentace pocitatovych aplikaci.

Analyzovani procest, legislativnich a technickych podminek a pozadavka
uzivateli.

SPRAVCE SITI PRO MALE A STREDNI ORGANIZACE

Nize je uveden vycet ¢innosti, které bude stazista béhem své odborné staze vykonavat.

a)

b)

c)
d)

e)

f)
9)

Navrh a implementace pocitacové sité za pomoci sitovych prvkl a uzivatelskych
stanic.

Navrh a implementace bezpecnostnich prvkil pocitacové sité.
Sprava sité, sitovych prvki a sitového piipojeni uzivatelskych stanic.
Monitorovani a diagnostika pocitacové site.

Detekce a néaprava poruch a vad pocitacové sit€ na strané sitovych prvkl i
uzivatelskych stanic.

Tvorba a analyza dokumentace o ndvrhu, implementaci a stavu pocitacové sité.

Stanoveni potieb, komunikace s uzivateli.

Nabyti uvedenych odbornych kompetenci bude zajisténo vykonem ¢innosti na stazi.

a)
b)
c)
d)
€)
f)

Navrhovani topologie pocitacové site.

Instalovani a spravovani aktivnich a pasivnich sitovych prvku.
Instalovani a spravovani bezpecnostnich prvka pocitacové site.
Vedeni a spravovani incidentl pocitacové sité.

Vytvafeni a provadéni servisni podpory uzivatelim koncovych stanic.

Roz§itovani odbornych znalosti, sledovani aktualnich trendd a technologii.
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10.4 Zakladni poZzadavky na mentora staze

Pro prokazéani schopnosti poskytovatele staze zajistit fadny prubeh odborné staze je
nezbytné, aby mentor spliioval alespoil jeden z nize uvedenych zakladnich pozadavki (a, b,
c).

a) Osoba vykonavajici ¢innost mentora musi byt u poskytovatele stdze zaméstnana na
hlavni pracovni pomér s uvazkem 1,0 po dobu nejméné 6 mésicu pied vypsanim
karty staze.

b) Pokud je osoba vykonavajici Cinnost mentora ¢lenem statutarniho organu
poskytovatele, musi tuto ¢innost vykonavat nejméné 6 mésicu pied vypsanim karty
staze.

¢) Pokud je osoba vykonavajici ¢innost mentora osobou samostatné vydéle¢né ¢innou
(OSVC), musi mit po dobu minimdlné¢ 6 meésici pfed vypsanim stize v
zivnostenském listu uvedenu ¢innost v oboru, ve kterém bude mentorovat.

Své zkuSenosti doklada piredloZzenim referenci od 3 rlznych subjektli. Detailni
informace jsou uvedeny v Manualu pro poskytovatele.

11 ZkuSenosti Vysoké §koly podnikani s projektem.

Staz na Skole absolvovalo celkem o 5 absolventti v IT oblasti. Stazisté v IT oblasti se
podileli na vyvoji konkrétniho softwaru Cloud Idea, véetn¢ analyzy a vlastniho programovani.
Software je ur€en pro podporu start—upt firem. Mezi kritéria patfily zajem o praci, aktivni
ptistup k feSeni zadanych ukolli, ochota se dale vzdélavat a samostatna prace. Pochopitelné
zakladni odborné znalosti v dané oblasti. I diky osobnim pohovoriim se vSemi uchazeci jsme
byli velmi spokojeni a nedoslo k pfed¢asnému ukonceni staze.

V konkrétnich ptipadech jsme si ovétili (jako Skola) ze cesta k lepSimu uplatnéni na
trhu prace vede nejen pres védomosti, ale prostiednictvim znalosti a zkuSenosti. Stazisté se
podileli na chodu a zabezpeceni studentskych firem a realizace nabidky jejich produktii
prostfednictvim internetového podnikani.

Projekt 1ze celkové hodnotit jako projekt, ktery skutecné ptispiva k lepSimu uplatnéni
absolventil na trhu prace. Nejde o slova, ale 1 ¢iny. Kdy se propojuje $kola, firmy a absolventi.

V naSem regionu, ktery bojuje stile s nezaméstnanosti, jde o jednoznacné pozitivni
efekt a ptiklad aktivni politiky zaméstnanosti s vyuzitim evropskych fond. ZkuSenosti jsou
mnohdy podminkou zaméstnavateld, ty absolventim projekt pfinasi. Vcetné piislusného
certifikatu.
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ABSTRACT:

In this article, | present a survey of technologies, applications and research challenges
for Internet of Things regarding enterprises. The Internet of Things (IoT) is a concept which
has its roots in various network, sensing and information processing approaches. It is
seriously gathering momentum and taking up speed. Internet of Things, the concept
of everyday devices such as household appliances and RFID tagged objects being connected
and communicating to each other via Web, is coming to the corporate world sooner than
many IT administrators might think. Main aim of the article is to collect all necessary
information for further steps and decision making enterprise processes.

KEYWORDS:

Internet of Things, cloud computing, service oriented architecture, sensors, RFID, intelligent
household, machine to machine communication

1 Uvod

Samotna definice toho, co vlastné je ¢i neni internet véci (IoT), neni vibec
jednoznaéné vymezena. V obecném pojeti mizeme chdpat internet véci jako koncepci
pocitacové sité, kdy spolu komunikuji jednotliva zatfizeni diky vlastni vestavéné inteligenci a
nikoli jen jako nastroj lidské &innosti. Casto se také rozli§uje mezi konceptem stroj-stroj
komunikace (machine to machine - M2M), které je vnimano jako komunikace stroji na
zdklad¢ predem nadefinovanych vzorcli, obvykle pravidelného a deterministického
charakteru. Jak uvadi (Cerny, 2013) v pravém internetu véci se véci chovaji podobné jako
uzivatelé — komunikuji, kdyZ je potfeba, umi si aktivné fici o informace nebo je naopak
distribuuji dale.

Internet véci se zacal pouzivat jiz v roku 1999, nicméné, jeho vzriistajici popularita je
zpusobena nékolika novymi trendy. Ve spotiebitelském svété jsou Siroce pouzivany produkty,
jako jsou inteligentni termostaty a pedometry. V podnicich je mozné sledovat trend vyuZivani
vlastnich zafizeni pro pracovni ucely (Bring Your Own Device — BYOD). Tato skutecnost je
jednim z hlavnich faktorli adopce internet véci do podnikovych infrastruktur jak uvadi
(Merritt, 2013). V ramci BYOD, spole¢nosti musi umoznit osobni zafizenim (notebooky,
chytré telefony a tablety) aby fungovaly v podnikové siti a mély pfistup k firemnim
informacim. Tento pfistup sebou samoziejmé piindsi problémy pro ICT odd¢€leni, které nemaji
pfimou kontrolu nad zatizenimi, které se pfipojuji do podnikové sitové infrastruktury.

Budoucnost internetu véci v podnicich, je pravé v pfistupu jakym podniky zareaguji
na tyto nové trendy propojeni jinak nesourodych zafizeni. Toto propojeni je feSeno nejen pro
strance hardwarové, ale také po strance softwarové. Podnikové systémy musi zajistit, ze tyto
zafizeni budou pracovat spolehlive, bezpecné€ a navic data, kterd budou produkovat, musi byt
zpracovatelna a pro podnik pfinasejici pfidanou hodnotu.

2 Faktory rychlé adopce IoT

Zakladni faktory mohou byt déleny na softwarové a hardwarové. Pokud jde o
jednotliva technologicka feSeni, ktera se v ramci internetu véci objevuji, miZzeme vnimat
rizné roviny implementace, podle toho, jakd vrstva ISO OSI modelu je vyuZzita. Velkym
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krokem je budouci masivni rozsifeni IPv6 ke koncovym uzivatelim, kde bude dilezity nejen
velky adresni prostor pro jednotliva zafizeni ¢i snadné smérovani s anycast adresou, ale také
tfeba podpora mobility, bezpecnosti ¢i kvality sluzeb (QoS).

Z pohledu softwarového hraji zésadni roli ¢idla v mobilnich zafizenich, které mohou
se softwarem ziskat informace, které by byly jinak velmi obtizné¢ dosazitelné. Jednd se
predevsim o prvky jako gyroskop, ¢tecka otisku prsti, kompas, GPS senzor, atd. V této chvili
neexistuje jednotné softwarové feSeni, které by umoznovalo se standardizovanym zptsobem
se pfipojovat k riznym zafizenim a senzortm bez ohledu na platformu nebo topologii sité.
Jak je vidét na obrazku ¢islo 1. penetrace senzori do mobilnich zafizeni je na velké urovni
a vSechny zakladni ekosystémy mobilnich zatizenich nabizeji rizné zptisoby vyuZiti.

Sensor type 055 Android Windows 8
Ambient light sensor v v v
Audio (microphones) v v v
Camerals) v v v

v

Humidity sensor

Inertial motion sensors

s Accelerometer v v v
* Magnetometer v v v
* Gyroscope v v v
Pressure sensor (barometer) v

Proximity sensor v v v
Temperature v v v

Obrazek 8 - Senzory mobilnich zafizeni. Zdroj: (Chen, 2012)

Technologii, ktera je s internetem véci ¢i M2M spojena snad nejvice je RFID (Radio
Frequency Identification Device). UmoZiluje snadné sledovani pohybu objektl a jejich tras,
uziva se tieba u digitalniho myta, ochrany majetku ¢i pro elektronické klice. Technologie stoji
od fyzické vrstvy az po spojovou, coz je vyhodné z hlediska snadného navrhu
specializovanych zatizeni pro internet véci.

Rist rychlosti adopce internetu véci, je zasadn€ ovlivilovan nasledujicimi Ctyfmi
faktory:
e Snizujici se naklady na ptipojeni k internetu.
e  Zpfistupnéni internetového pasma pro mobilni zafizeni.
e Globalni pronikani a ptijeti chytrych telefonli (moznost instalace aplikaci) a tabletd
do spolec¢nosti.

e Technologické prvky, které jsou zabudovany v modernich pfistrojich, jako jsou
senzory, rozpoznavani obrazu a Near Field Communication (NFC) technologie.

Pravé rozSifeni senzorii a jejich miniaturizace je hlavim pilifem vzniku nové
infrastruktury internetu véci. Snimace a senzory byly pouzivany po roky v automobilovém
prumyslu, zdravotnictvi nebo vyrob&. V soucasné dobé jsou dostatecné malé a levné, aby
mohly byt sou¢asti modernich zatizeni, jakou jsou lednicky, pracky nebo prvky aktivniho
ovladani a ochrany domacnosti. Podle IC Insights (Baya, 2013), bude po celém svéte pocet
prodanych senzor ro¢né nardstat o 18 procent mezi lety 2011 az 2016. Jak je vidét na
obrazku cislo 2. béhem téhoZ obdobi se jednotkové mnozstvi zvysi z cca 8 miliard aZ na
18 bilionli vyprodukovanych kust senzori.
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\
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-

Obrazek 9 - Predikce mnozZstvi vyprodukovanych jednotek senzorii a generovanych prijmu. Zdroj: (Baya. 2013)

2.1 Aplikaéni programové rozhrani — kli¢ovy faktor

Vzestup internetu véci zavisi na celé fadé podptrnych technologii, jako je RFID, IPv6,
zpracovani velkych objemu dat (Big Data) a rozhrani pro programovéani aplikaci (API). Web
API, nebo piesnéji REST API, jsou klic¢ové pro piipojeni rdznorodych zatfizeni k Internetu.
Tyto aplikacni rozhrani jsou vyuzivany pfedev§im diky mobilnim zafizenim a dynamickym
webovym uzivatelskym rozhranim.

Organizace, které cht&ji vyuzit obchodni pftilezitosti v rdmci internetu véci,
s pristupem pies REST API musi velmi dukladné zvazit samotny management a poskytovani
API rozhrani jak uvadi (Thielens, 2013).

Management API obsahuje také mechanismy pro kontrolu vyvojait a jejich prava pii
kontrole samotného rozhrani. Vyvojafi musi ziskat pfistup k prostiedkim, které umozni
napojeni software na objekty a véci, které maji byt na API napojeny nebo pomoci API
ovladéany. Piikladem mohou byt API management pravidla mobilnich zafizeni na platformach
Apple 10S a Google Android. Vyvojafi maji jasné¢ stanovené podminky pro zaslani
upozornéni na zatizeni nebo vyzadani konkrétni informace od zatizeni.

API neslouZzi pouze pro piizpisobeni rozhrani nebo jeho ovladani. V ramci IoT jsou
dilezitou souc¢asti z ditvodu schopnosti propojeni aplikaci a zatizeni bud’ jednotlivé, nebo
agregované. Auto napojené¢ na centralni dispeCink muize byt na dalku zamknuto nebo i
zastaveno. API zafizeni na sledovani sportovni aktivity, mize zasilat reklamni zpravy podle
momentéalniho vykonu nebo stavu svého majitele. Na vySe uvedenych ptikladech je jasné
vidét, Ze proti sobé stoji vyvojaii API, zafizeni a uZivatelé téchto zafizeni s rlznymi
pozadavky na management API, pravy na jejich vyuziti a irovnémi zabezpeceni.

3 Problematika velkych dat a bezpecnosti

3.1 Bigdata

Diky vyuziti velkych objemi dat v redlném nebo téméf redlném case mohou
spolecnosti ziskavat nové poznatky a délat predpoveédi o chovani zédkaznikii a o celkovém
chovani trhu. Nicméné k ziskani ptfinost, kterych Big Data nabizi, je tfeba zavést nové
nastroje a pfijmout nové metody zpracovani dat:

Objem (Volume): Tradi¢ni nastroje nejsou stavény pro zpracovani a analyzu miliard
zaznami. S tradi¢nimi nastroji trva sbér dat do datového skladu nebo data martu obvykle
hodiny, nez je mozné data analyzovat k vytvofeni modelu, zjisténi a piredpovédi. Provadéni
kontextové analyzy na velkém objemu dat v minutach nebo sekundéch, na zakladé ¢innosti
zékaznika uskutecnéné béhem poslednich nékolika minut, vyzaduje zavedeni novych nastroju
pro analyzu dat.
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Rychlost (Velocity): Vétsina platforem pro datové sklady dnes provadi historickou
analyzu na zékladé¢ minulych udaji. Nicméné neumoziuji analyzu v redlném case, kterou
spolecnosti potiebuji pro zpracovani velkého mmnozstvi informaci vytvafenych vysokou
rychlosti. Tato analyza vyzaduje schopnost rychle zpracovat a analyzovat data pomoci
nastrojl, které mohou poskytnout kontextovou analyzu v readlném case.

Riiznorodost (Variety): V minulosti byla vétSina dat strukturovand a byla ulozena
v relacnich tabulkach, které se mohly snadno analyzovat a zpracovavat. Dnes je velké
mnozstvi dat nestrukturovanych: blogy, tweety, videa, audia, e-maily, pfispévky na
Facebooku, LinkedIn, diskuzni fora, zdznamy v ramci zakaznického servisu nebo prodeje
aplikaci a tak dale. Tato nova data musi byt rychle analyzovana ke zjisténi pozitivni nebo
negativni ndlady zakaznikt a dale byt prezentovana ve strukturované podobé, ve které mohou
byt data pouzita k ziskani piehledu a k tvorbé prediktivnich modeli.

S novym obdobim internetu se tedy otevira prostor pro oborniky, kteti umi pracovat
s daty. Vice a vice stroji pfipojenych k siti bude generovat vice a vice riznorodych dat, jez
bude nutné umét skladat do sebe a vyhodnocovat je. Prediktivni analytika bude obrovsky
dilezita a lukrativni obor. Jak je vidét na obrazku €. 3 dalsi smér vyvoje je zavisly predev§im
na odhadu budouciho vyvoje.

Data volume

(bytes)
i NOW
Zetta PAST FUTURE
Exa _
external data

Peta

Unstructured Internal data

Tera
Process Ad hoc

Traditional reporting Real-time auto- decision Operational Strategic
reporting mation support planning planning

-

Years Months Days Hours Mins S S Mins Hours Days Months Years
Obrazek 10 - Big data a jejich analyza v ¢ase. Zdroj: (Alderton, 2013)
3.2 Bezpecnost ziskavani dat

Svét plny senzort, ¢idel a dal$ich novych navzajem propojenych piistroji s sebou ale
logicky pfinasi problém bezpe¢nosti. VSe, co je pfipojeno k internetu, je teoreticky
napadnutelné. Bezpecnostni faktory jsou charakterizovany tremi smery.

Utajeni dat - Ochrana davérnosti udajli pfedstavuje zasadni problém v oblasti
internetu véci. Smyslem této oblasti je vytvofeni zaruku, Ze pouze opravnéné osoby mohou
pfistupovat a ménit konkrétni data. V této oblasti je pfedevSim nutné se zaméfit na:

e Definovani vhodnych mechanismi pro kontrolu ptistupu k datovym zdrojlm, kteri
jsou generovany zatizenimi v ramci internetu veci.

e Definovani vhodného dotazovaciho jazyka pro ziskdni pozadované informace ze
zdroje dat.

e Definice vhodného systému inteligentniho rozpoznavani objektli pro spravu identit.
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Ochrana osobnich tudajua - definuje pravidla, podle nichz mohou byt tdaje, vztahuji se
k jednotlivym uzivatelim zptistupnény. Mezi hlavni divody, pro¢ je ochrana osobnich udaji
povazovano za fundamentalni faktor rozvoje IoT, je souvislost s typy zafizeni a ekosystémy,
kterou jsou na principu IoT vyuzivany. Hlavni roli hraje schopnost utajeni dat, které byly
ziskany napft. geolokaci nebo souvisi se zdravotnim stavem ¢lovéka.

Divéryhodnost dat - je pouzivana v mnoha riznych souvislostech a s riznymi
vyznamy. V ramci [oT je nutné se zaméfit na schopnost ovéfeni ziskanych dat a jejich

vvvvv

e Zavedeni jednoduchého jazyka podporujici sémantickou interoperabilitu pozadavkl
internetu véci a overeni ziskanych dat.

e Definovani mechanismti divéry na zakladé ftizeni pfistupu k datovym tokim
senzortl a objektu.

e Rozvoj vhodného fizeni a spravy objekti, jejich identifikace a ovéfeni v ramci
systému loT.

Otazky v ramci bezpe€nosti jsou graficky shrnuty na obrazku &islo. 4, jak je vidét nize.

(Data stream access control,\

Identity management
I:> Data C—>| system, Confidentiality-
Confidentiality preserving aggregation

L techniques, ... )

( General privacy model for )

loT, Enforcement
[:> Privacy :> mechanisms, Role-based
systems, Data governance,

§ J

N
Trust negotiation
::: Trust mechanisms, Negotiation
:> language, Object identity

management system, ... )

SECURITY in loT

. 4

Obriazek 11 - Schéma bezpeénosti v ramci IoT. Zdroj: (Miorandi, 2012)

4 Zavér

I ptesto, Ze Internet véci neni v Zadném piipad€ novy koncept, pfedpoklada se, ze v roce
2013 dosahne bodu zvratu, pfi rychlém nartistu novych domacnosti a podnikovych uzivateli.
Jak uvadi studie Forrester Research a Zebra Technologies (Lund, 2013), bylo zjiSténo, Ze 53%
firem planuji zavést néjakou podobu internetu véci nebo souvisejicich technologii v pribéhu
pfistich 24 mésici. Klicové maji byt oblasti jako obsluha dodavatelského fetézce
(automatizace vyroby, baleni, dopravy a tak dale), produktivita zaméstnancti (nova koncova
zafizeni a ovladani strojil), inovace ¢i zpusob vyuziti majetku.

Podle zpravy spolecnosti Gartner (McGehee, 2013), internet véci je soucasti naseho
svéta a oCekavd se narlGst na vice nez 30 miliard pfipojenych stroji, budov, senzorl
a predméti. Tyto objektu budou generovat obrovské mnozstvi dat, které maji byt pfeménény
do znalosti a informaci. Ziskané informace budou slouzit pro vétsi zabezpeceni a efektivngjsi
vyuziti implementovanych technologii v ndvaznosti na dalsi potieby aplikaci a ptistroju.

BYOD je vzristajicim trendem a brzy se proméni v BYID (z anglického Bring Your
ID). To znamend, Ze zaméstnanci budou moci pracovat na jakémkoli zafizeni. Staci se
ptihlasit pod spravnym heslem, pracovni plocha bude dostupna odkudkoli. O roce 2013 se
vSeobecné hovoii jako o zlomovém roku pro oteviené piijeti IoT. Inovace softwarovych
feSeni dosahuje svého maxima pfedevsim v oblasti napojeni zafizeni na internet. Propojeni
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S proprietarnim hardware zveda novou vlnu inovaci napfi¢ vSemi odvétvimi — od
zdravotnictvi, pfes primysl az po samotné uzivatele téchto zafizeni. Vyuziti dat z takto
napojenych zatizeni je stale jesté na pocatku a ¢ekd na nové ptistupy a metody zpracovani dat
V realném case.

Pro firmy je nyni doba, kdy se na n¢kolik let dopfedu jasné stanovuji pravidla a smér
dal$iho vyvoj a sméfovani. Na tuto dobu je nutné reagovat velmi flexibilné a prakticky online
realizovat pfisluSné kroky a zmény v podnikové infrastruktufe a nabizenych produktech
a sluzbach.
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ABSTRACT

The fundamentals of algorithms have been taught for many years at the Faculty
of Economics, Technical University of Ostrava in the subject Informatics B in the first year
of the bachelor study. Traditionally flowcharts are used for this purpose. This article points
out the possibilities of alternative approaches to algorithm development teaching that are
available in the context of cloud computing, respectively the distribution model Software as
a Service. The article focuses on the traditional approach to algorithm development teaching,
but it also outlines new possible directions. The advantages and disadvantages for alternative
approaches to algorithm development teaching are described.

KEYWORDS:

Algorithm Development, Cloud Computing, Flow Chart, Programming Language, Integrated
Development Environment.

1 Uvod

Zéklady algoritmizace jsou jiz dlouhd léta vyudovany na Ekonomické fakulté VSB-TU
Ostrava v ramci celofakultniho ptedmétu Informatika B v 1. ro¢niku bakalafského studia.
Vyuka sleduje dva hlavni cile rozvoje kompetenci studenti. Timto cilem je jednak posilit
schopnost analyzovat a systémové feSit problém, urCitou situaci. Tato cesta dadle vede ke
schopnosti analyzovat procesy probihajici v ekonomickych subjektech. Druhym cilem je pak
seznadmit studenty se zakladnimi principy algoritmizace jako zakladnim kamenem tvorby
programti a softwaru obecné. Tento smér prispiva ke schopnosti konzultovat a analyzovat
uziti softwaru, diskutovat jejich fungovani. Je nutno podotknout, ze pro studenty Ekonomické
fakulty plynou z vyse uvedenych kompetenci mnohé vyhody, které mohou zuzitkovat ve
svém profesnim Zivoté navzdory tomu, Ze nestuduji informatiku jako takovou, ale ekonomii.
Ptitomnost informacnich technologii a jejich provazanost na fungovani firem a instituci je na
takové trrovni, Ze jakakoliv znalost principti fungovani IS/IT nastrojl je pfinosna.

K vyuce algoritmizace jsou tradi¢né vyuzivany vyvojové diagramy. Tyto diagramy,
nazoru jednoduchou a logickou cestou znazornéni postupu, procesu (algoritmt). V diivejSich
dobéach se tyto vyvojové diagramy jesté piepisovaly do programovaciho jazyka Pascal. Vyuka
programovaciho jazyka Pascal vSak byla asi pfed 10 lety zruSena a to hlavné z divodu
moralni zastaralosti tohoto programovaciho jazyka. Prepis do konkrétniho jazyka
ptredstavoval také potfebu znalosti zakladni syntaxe, coz je v kontrastu s uvedenymi cili. Na
druhou stranu metody kresleni vyvojovych diagramii pomoci ,,tuzky a papiru® znemoziuje
ovéfeni spravnosti nakresleného algoritmu jeho provedenim. Praktickd demonstrace
zapsaného algoritmu je ale velice dilezita, protoze samotny algoritmus zapsany vyvojovym
diagramem je piili§ abstraktni na to, aby student zcela pochopil vyznam ptikazi, které v takto
zapsaném algoritmu pouzil. Vysledkem je odtrZzeni studenta od mozZnosti kontroly a
znemoznéni sledovani pritbéhu realizace navrzeného feSeni (krokovani s moznou korekci).
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Jelikoz neni cilem clanku diskuse nad vhodnosti uziti vyvojovych diagrami, ale
pfiblizeni moZznosti alternativnich ptistupt spojenych s cloudovym feSenim, zaméiime se nyni
pfimo na tuto oblast. Cloud computing a v tomto pfipadé hlavné distribu¢ni model SaaS
(Software as a Service) v dnesni dob¢ nabizi nepieberné mnozstvi riznych aplikaci, které jsou
dostupné k okamzitému pouziti bez nutnosti jakékoliv instalace, a nékteré z nich by mohly
byt vice nez vhodné také pro vyuku algoritmizace.

V nasledujicich kapitolach bude popsano nékolik zpusobu, jak lze nékteré z cloud
computingovych aplikaci pii vyuce algoritmizace vyuzit. Pro lepSi pochopeni bude vse
demonstrovano na jednoduchém piikladu nalezeni jednoho extrému (maxima) v fad¢ cisel,
viz vyvojovy diagram na obrazku 1.

( Start )
|
MAX =0
]

—< OpakUj do konce >
/ Cti CISLO / / T'SkMAX /

MAX := CISLO

N |

Obrazek 12 Vyvojovy diagram demonstra¢niho piikladu

Dalsi typy ptikladii pouzivanych pro vyuku algoritmizace na Ekonomické fakulté VSB-
TU Ostrava lze najit v Kaluzové a Vicek (2012).

2 Google Apps Spreadsheet

Novéak (2012) ve svém clanku Vyuziti Microsoft Excelu pfi vyuce vyvojovych
diagramli popisuje moznosti, vyhody a nevyhody pouziti Microsoft Excelu pfi vyuce
algoritmizace. V cloudu existuje nékolik alternativnich tabulkovych kalkulatort, které by bylo
mozno pro dany ucel vyuzit pii zachovani stejnych mozZnosti, vyhod i nevyhod. Ty
nejvyznamnéjsi tabulkoveé kalkulatory jsou pravdépodobné:

e Microsoft Excel Web App a
e Google Apps Spreadsheet.

Z hlediska bézného pouziti jsou tyto tabulkové kalkulatory velmi podobné a s velmi
podobnou funkcionalitou, takze je t€Zké oznacit jeden z nich jako lepsi nebo horsi. Z hlediska
pouziti téchto tabulkovych kalkulatorti jako prostiedku pro vyuku algoritmizace v sob¢ ale
skryva Microsoft Excel Web App jednu zasadni nevyhodu — nelze v ném psat skripty (obdoba
maker v plnohodnotném Microsoft Excelu). Sesity v Google Apps Spreadsheet 1ze pomoci
skriptll automatizovat (skripty jsou programovany v programovacim jazyce Google Apps
Script, coz je programovaci jazyk JavaScript rozSifeny o pouziti v prostiedi Google Apps
(Google, 2013)), takze jej Ize pouzit ve smyslu ¢lanku Novak (2012). Ten také vyjmenovava
pii pouziti Microsoft Excelu pfi vyuce algoritmizace nasledujici vyhody a nevyhody.
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Pokusme se je tedy stru¢né shrnout a srovnat s pouzitim Google Apps Spreadsheetu pfi vyuce

algoritmizace, viz nasledujici tabulka 1.

Tabulka 1 Srovnani vybranych vyhod a nevyhod Microsoft Excelu a Google Apps Spreadsheetu

Microsoft Excel
+ Vyvojové prostiedi jazyka VBA je soucasti
Excelu, nic neni nutno instalovat. Je relativné
jednoduché.

Google Apps Spreadsheet
+ Vyvojové prostiedi jazyka Google Apps
Script je soucasti Google Apps Spreadsheetu.
Je relativné jednoduché.

+ Zakladni fidici piikazy jazyka VBA (If
Then Else, For Next a dalsi) maji relativné
jednoduchou syntaxi.

+ Zakladni fidici prikazy jazyka JavaScript
(if else, for a dalsi) maji relativné
jednoduchou syntaxi.

+ Pole v jazyce VBA mohou byt indexovana
od indexu 1, coz odpovida zpisobu pouziti
poli ve vyuce algoritmizace na EKF.

- Pole v jazyce JavaScript jsou vzdy
indexovana od indexu 0, cozZ neodpovida
zpusobu pouziti poli ve vyuce algoritmizace
na EKF.

- V jazyce VBA je index pole zapisovéan do
kulatych zavorek, coz neodpovida zpiisobu
pouziti poli ve vyuce algoritmizace na EKF.

+V jazyce JavaScript je index pole
zapisovan do hranatych zavorek, coz
odpovida zpasobu pouziti poli ve vyuce
algoritmizace na EKF.

+ Proménnym v jazyce VBA neni nutno
pfifazovat explicitné datovy typ, coz
zjednodusuje pouziti jazyka.

+ Proménnym v jazyce JavaScript neni
mozné piifazovat explicitné datovy typ, coz
zjednodusuje pouziti jazyka.

- Excel je placeny software.

+ Google Apps Spreadsheet je dostupny
zdarma.

Mozné teSeni demonstra¢niho ptikladu v prostiedi Google Apps Spreadsheet by tedy
mohlo vypadat naptiklad né&jak takto (viz obrazek 2).

- o N

Cisla %

C G nttps docs.google.com/spreadsheet/cccike

Cisla

Skript Apps
NepyEsi Eislo je 5

oK

®

o Cisla
&«

C {3 httpsy//scriptgoogle.com/macros/d/MEICU T¢

Vitézslav Novak
Cisla
Soubor  Upravit Zobrazit Spustit  Publikovat  Zdroje  Mapovéda

[ o}

o 6@ P #  algoritmus
Kdd.gs

function algoritmus() {
var max = 0

var sheet = SpreadsheetApp. getActiveSheet();
var data = sheet.getDataRange().getValues();
for (var 1 = 0; 1 < data.length; i++) {
var cislo = datal1][0@]1:

if{cislo=max){

max = cislo:

¥
}
Browser.msgBox("Nejvy33i dislo je "

}

+ max);

Obrazek 13 ReSeni demonstra¢niho p¥ikladu v prostiedi Google Apps Spreadsheet

Jak Ize vidét v kodu Google Apps Scriptu na obrazku 2, pokud jsou cvi¢na data ulozena
pfimo v seSitu tabulkového kalkulatoru, je nutno se na tento seSit a jeho oblast dat odkazat
pomoci specidlnich objektli Google Apps Scriptu, coz ale miize zbyte¢n¢ odvadét pozornost
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studenti od samotného jadra algoritmu. Tento problém lze ale feSit podobné¢ jako v Novak
(2012) vytvofenim pomocnych funkci v Google Apps Scriptu, které zjednodusi pfistup
k datim uloZenych v seSitu Google Apps Spreadsheetu.

3 Integrovana vyvojova prostredi

Vyvojové prostiedi Google Apps Scriptu vSak neni v cloudu jedinym dostupnym
vyvojovym prosttedim. Pokud nebudeme vyzadovat ulozeni cviénych dat v néjakém
tabulkovém kalkulatoru, ale budeme vyzadovat pouze moznost zapisu algoritmu v nékterém
z dostupnych programovacich jazykli, mame k dispozici dnes jiz velmi mnoho vyvojovych
prostiedi pocinaje jednoduchymi prostiedimi urcenymi pro zépis a beh pouze jednoduchych
programt (napf. ideone.com), az po vyvojova prostfedi, z nichz nékteré se dnes jiz svou
funkcionalitou zacinaji pfiblizovat klasickym vyvojovym prostfedim instalovanym na
desktopech (napf. codenvy.com nebo www.coderun.com). Protoze jsou tato IDE dostupné na
webu, slouzi zejména pro tviirce webovych stranek, ¢ili pro editaci HTML, JavaScriptu a
CSS. Zejména ale JavaScript by ale bylo mozno pro vyuku algoritmizace pouZit.

Pro vyuku algoritmizace se jevi jako jeden z nejvhodnéjSich vyvojovych prostiedi
ideone.com. Podle IDEONE.COM (2013) je ideone.com nejen prostiedi pro tvorbu
programovaciho kodu za ucelem jeho sdileni na webu, ale je to také online mini integrované
vyvojové prostiedi a ladici nastroj. Pro vyuku algoritmizace je toto prostfedi vhodné zejména
z téchto divodi:

e jednoduchost — neni nutna zadna registrace nebo konfigurace, neni nutné vytvaret
zadné projekty atd. Staci pouze zapsat programovy kéd algoritmu do urceného
textového pole a spustit.

e moznost vybéru programovaciho jazyka z vice nez 40 programovacich jazyk,
e moznost zadani vstupnich dat,
e moznost sdileni kodu.

Mozné feSeni demonstracniho piikladu v prostfedi ideone.com v programovacim jazyce
Java pak vypada takto (viz obrazek 3).

4 Visualni programovaci jazyky

Velkou nevyhodou pouzivani integrovanych vyvojovych prostiedi klasickych
programovacich jazykl jako jsou Java nebo JavaScript pro vyuku algoritmizace je nutnost
naucit studenty alesponi zaklady syntaxe téchto programovacich jazykti. Tato nutnost ale
odpada v pfipadé pouziti n€kterého z visudlnich programovacich jazykid. Podle Lucanice a
Fabka (2011) je cilem visualnich programovacich jazykt (Visual Programming Language)
pfesunout ¢ast prace programatora na IDE tak, aby se programator mohl vice soustfedit na
logiku algoritmu nez na syntaxi samotného programovaciho jazyka.

Mnohé z visudlnich programovacich jazyki se nachazi také v cloudu. Jednd se napf.
Blockly  (https://code.google.com/p/blockly/),  Scratch  (http://scratch.mit.edu/) nebo
Waterbear (http://waterbearlang.com/). Princip téchto jazykt je velmi podobny: sestavit
program pomoci dilktl skladacky typu puzzle a to bez znalosti konkrétniho programovaciho
jazyka. Pro vyuku algoritmizace se jevi jako nejvhodnéj$i visudlni programovaci jazyk
Blockly. Podle Blockly (2013) je Blockly na webu zalozeny graficky programovaci jazyk,
kde uzZivatelé mohou pomoci taZzeni bloki vytvofit aplikaci bez nutnosti psani. Pro vyuku
algoritmizace je vhodny nejen proto, Ze obsahuje vSechny potiebné elementy pouZivané pii
vyuce algoritmizace, ale vysledny program je Blockly také schopen pielozit do
programovacich jazykt JavaScript nebo Python a navic tento vysledny program umoziuje
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vyexportovat a editovat pomoci XML, coz umoziuje pfichystat do vyuky napft. vstupni data

nebo nekteré ¢asti algoritmu.

= = x
|deone.com | Online IDE & x
€« C | [ ideone.com/zGvU8m#view_edit_box e =
clone edit download copy to clipboard private users @  delete templateo "
source code
1 class Main
2 K
3 public static woid main (String[] args) throws java.lang.Exception
4 i
5 java.io.BufferedReader r = new java.io.BufferedReader (new java.io.InputStreamReader (System.in));
6 String s;
7 int eislo;
3 int max = 8;
=] while ((s=r.readlLine())!=null){
18 cislo = Integer.parseInt(s);
11 if{cislosmax){
12 max = cisloj
13 1
14 }
15 System.out.println(max);
16 }
17 3
input (#1) syntax highlight
1
4
3
5
P
P
ideone it! | | hide
input / output  show all  hide all
upload with new input
#1: hide clone edit input 5 seconds agoe [x]
result: success  time: 0.07s  memory: 380160 kB returned value: 0
input:
1
4
3
5
2
output:
5
v
< >

Obrizek 14 Reseni demonstraéniho p¥ikladu v prostiedi ideone.com v programovacim jazyce Java

MozZné feSeni demonstracniho piikladu ve visualnim programovacim jazyce Blockly
pak vypada takto (viz obrazek 4).
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ol Blockly : Code x \
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Blockly : Code
Blocks JavaScript Python XML [ ] e2 n
Control
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Obrizek 15 ReSeni demonstra&niho p¥ikladu ve visualnim programovacim jazyce Blockly
r W
5 Zavér

V tomto c¢lanku byly uvedeny zékladni sméry, které umoziuji vyuku zékladh
algoritmizace: vyuziti tabulkovych kalkulatord v distribucnim modelu SaaS, vyuziti
integrovanych vyvojovych prostfedi nebo vizudlnich programovacich jazyku. Je vidét, ze Ize
nalézt alternativni cesty k vyuce algoritmizace pro studenty, u kterych neni cilem zajistit
znalosti programovani, ale jde pouze o demonstraci principli a fungovani jednoduchych
algoritmd. Volba vhodného prosttedku by se pak méla odvijet od konkrétnich potieb a
vyukovych cil. Tyto alternativy v soucasnosti vyuzivaji moznosti, které vychazi
z technologického potencialu (v tomto smyslu cloud computingu).
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ABSTRACT

The paper summarises Authors’ experience in teaching both content and language with
support of the VLE Moodle. First, the results of a survey conducted among multinational
students of Cracow University of Economics that concerned their perception of learning in
a virtual environment are presented. Next, the best practices for supporting CLIL in blended-
learning courses are proposed.
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1 Introduction

In view of growing students mobility in the recent decades, the issue of content and
language integrated learning (CLIL) has become important and focused attention of many
researchers (e.g. [1], [4]). This dual approach to learning has many apparent benefits in the
form of improving students’ language proficiency and preparing them for functioning in
a multilingual environment. However, it should be noted that it often comes as a natural
necessity resulted from people migration and changing of their language environment.

This paper is an extension of the authors’ previous work concerning content and
language integrated learning. Continuing investigation of students’ background and their
expectations [3], the paper is focused on exploring technical aspect of possible course
organisation improvement in order to stimulate the process of effective learning content and
language. Particularly, the authors would like to address the following research question: how
effectively use the VLE Moodle to support content and language learning?

In the section 2 the results of a survey conducted among multilingual students of
Cracow University of Economics are presented. Next, the best practices of courses
construction that support CLIL are proposed and discussed. Finally, the main conclusions are
drawn and the future work is outlined.

2 Survey

2.1 Background

The survey was conducted among students of Cracow University of Economics that
study in a non-native language during the winter semester of the academic year 2012/2013.
They participated in Electronic Data Interchange module that was delivered in Polish and
English, and Information Technology and Programming Workshop modules, both taught in
Polish. All modules were delivered in a blended learning form with an e-learning part of the
curriculum supported by the Virtual Learning Environment Moodle (VLE) [2].

The population of students was diversified as it encompasses students whose native
language was Polish, Ukrainian, Russian, English, Arabic, and Hindustani. In total 52

148



students responded to the survey. It should be noted that respondents decided to study in
a foreign language mainly in order to enhance their employment opportunities but also to
improve their language skills and be able to use a foreign language on a daily basis. Their
language skills were highly diversified and some of them needed to search for materials in
their native language to help them to understand the module content.

When asked what aspect of studies they found the most difficult, they reported
problems in understanding content in other than their native language. It can be explained by
too low initial level of language and insufficient background knowledge of the field they
studied. However, more that 80 percent of respondents noticed improvement of their language
skills since they started studying in a foreign language. In order to enhance this improvement
and support learning content most of them opted for making the available resources more
interactive, preparing more resources for studying content, creating the environment where
students can share their experience and find support, and providing more opportunities for
student-teacher interaction. Further, the preliminary results of research also revealed that they
needed language support in the form of dictionaries with relevant technical vocabulary. The
details of the respondent structure as well as the complete list of the survey questions can be
found in [3].

2.2 Data Analysis

Most students were satisfied with the use of the VLE Moodle and only 4 percent
expressed their total dissatisfaction (Figure 1). Besides, they found it rather easy to navigate
(Figure 2), despite the fact that 20 percent of them felt that the training they received was
insufficient.

Very
dissatisfied

Very satisfied

Somewhat
dissatisfied

Neutral_/

Somewhat
satisfied

Figure 19 Students’ satisfaction with the use of the VLE Moodle
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Very difficult. Very eas
Difficult Y | Y Y

Neutral

Easy

Figure 20 Difficulty of perception (use and navigation) of the VLE Moodle

The purpose of the Moodle usage was depicted in Figure 3. Little more than half of
students downloaded lessons and did assignments several times a week. It is surprising that
almost 30 percent of them checked their grades on a daily basis. What is more, they rather
rarely communicated with lecturers as only 7% did that daily, 27% monthly, and 13% never
communicated.

60%

50%

40%

30%

20%

10%

Qé

W Daily MSeveraltimes a week mWeekly mMonthly

Figure 21 The purpose of VLE Moodle usage

Investigating the usefulness of Moodle resources, the following tools were taken into
account:
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Assignments — to submit any digital content (files), to receive grades and comments
on uploaded files and assignments,

Chat - to have a real-time synchronous discussion,

Choice — to answer a question from a choice of multiple responses specified by
a teacher,

Database - to create, maintain and search a bank of record entries about any
conceivable topic,

External tool - to access and interact with learning resources or take part in
activities on other web sites,

Feedback — to give feedback about the module,

Forum - to have asynchronous discussions, exchange ideas by posting comments,
Glossary - to create and maintain a list of definitions, like a dictionary,

Lesson - for studying content in flexible ways,

Quiz — to take part in a quiz tests which may be automatically marked,

Survey - to help teachers learn about their classes and reflect on their own teaching,

Wiki - to add or edit a collection of web pages, creating content as an individual or
a group,

Blogs - for self-expression and communicating with other students and lecturers,
Workshop — for peer assessment.

All of the Moodle tools were found useful but respondents perceived online
assignments and quizzes as the most useful (Table 1) and besides they would prefer them for
online learning (Table 2).

Table 2 Usefulness of the online tools when studying content and learning a foreign language

Answer | The most| More Less | The least
: Useful

Options useful | useful useful useful
Assignments 21% 23% 47% 5% 5%
Quiz 20% 34% 39% 5% 2%
Lesson 12% 30% 40% 14% 5%
External tool | 11% 16% 50% 16% 7%
Feedback 11% 27% 45% 11% 5%
Chat 9% 33% 19% 30% 9%
Survey 9% 30% 41% 16% 5%
Workshop 9% 27% 48% 7% 9%
Glossary 9% 20% 51% 16% 4%
Database 7% 23% 44% 19% 7%
Choice 7% 30% 55% 7% 2%
Wiki 5% 20% 45% 20% 9%
Forum 4% 36% 51% 7% 2%
Blogs 2% 33% 27% 20% 18%
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Table 3 Respondents preference of the online tools for collaborative learning

Answer Options | Response Percent
Quiz 64%
Assignments 56%
Forum 38%
Lesson 36%
Workshop 29%
Choice 27%
Chat 24%
Feedback 24%
Database 22%
Blogs 22%
External tool 20%
Glossary 20%
Survey 18%
Wiki 16%

2.3 Discussion

The results of survey suggest that students found the VLE Moodle easy to navigate and
they are rather satisfied with the use of this platform. However, there are also some
unexpected and additional results that follow the close investigation of student’s usage of the
Moodle tools. Namely, relatively high percent of students was not involved in weekly
assignments and was not in regular contact with lecturers. These results indicate that some
measures should be taken to motivate students to regular participation in course activities and
encouraging them to profit from lecturers’ assistance.

3 The Proposition of best practices of designing blended-learning modules

As of the academic year 2010/2011, all newly created course materials as well as those
that had already been created before were modified. The changes were made in order to meet
expectations of an increasing number of international students starting their studies at the
Cracow University of Economics. The purposes of these changes were the following:

increase the effectiveness of teaching content among both foreign and Polish students,

allowing simultaneous learning both the content and a foreign language,

learning technical vocabulary in a language other than their mother tongue,

promotion of Polish language among foreign students.

Modifications have been subjected to both the materials used during the lectures and
e-learning courses available at the university e-learning platform Moodle, used primarily
during the workshops. In addition, students’ language classes were adapted to allow them to
quickly absorb the difficult technical issues delivered in a foreign language.

On the basis of previous teaching experience and the survey conducted among students
the Authors formulated the set of best practices for preparing courses that facilitate learning
both content and language. These best practices concern lectures, workshops, communication
with students and language lessons. They will be presented in the next sections.
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3.1 Lectures

Due to the specificity nature of the modules, lectures are usually conducted in the
traditional form, i.e. they are held in the university classrooms. There are separate classes for
students studying in Polish and foreign languages, which is in accordance with the
curriculum. On the basis of observations and opinions expressed by the students, the
following solutions can be suggested:

Slides preparation. The separate materials (mainly slides) for each of the taught
languages should be developed. This will increase the readability of the materials presented
during lectures. Due to the limited space on the slide, the duplication of the content in
multiple languages would lead to a reduction in clarity.

Slides publication. It is important to provide materials (slides) prepared in many
languages to all interested students (both Polish and foreign). All materials should be
published prior to the lectures giving students the opportunity to familiarise themselves with
the content and vocabulary in a foreign language.

Participation in lectures in Polish. It is suggested to enable attendance at the lectures
taught in Polish to students studying in foreign languages. This action will contribute to the
promotion of Polish language among foreign students.

Participation in lectures in a foreign language. It is suggested to enable attendance at
lectures conducted in a foreign language to students studying in Polish. This gives the Polish
students the opportunity to learn vocabulary faster. It should be noted that the opportunity to
participate in lectures in Polish by foreign students leads to faster assimilation with their
Polish fellow students. Social activities also improve fluency in a foreign language.

3.2  Workshops

Course organisation. It is suggested to use the e-learning platform to conduct a part of
classes in the form of distant learning. E-learning platform can also give a significant support
for the implementation of activities in the traditional form. It is recommended:

e creating an integrated common course on the e-learning platform for both Polish and
foreign students,

e designing an e-learning course in the bilingual form (Figure 3).

e Significant advantages of a common Moodle course for all students, regardless of
nationality and language of the classes are the following:

o faster integration of students,
e reduced time cost of a course update.

It should be noted that students are able to choose the user interface language of the e-
learning Moodle platform. As a result, menus and system messages are displayed in the
language preferred by the student.

As the classes are held in the form of blended learning, it is important that the
traditional and e-learning types of course activities are explicitly highlighted. Figure 4 shows
an example of the structure of an e-learning course in which the activities carried out in the
traditional way are highlighted brown, while those that are conducted in the form of
e-learning are marked in green.
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| Materiaty do zajgc / Course materials
E_E Lekdia [ Lesson
Eﬁ Podstawy EWD [ The basics of EDI

Podstawy tworzenia dokumentu XML / Basics of creating an XML document

i Test 1/ Quiz 1

| Materiaty do zajgc / Course materials

Tworzenie dokumentu XML / Creating an XML document ‘

[ Materiaty do zajgc [ Course materials
HE Lekda f Lesson

a Twarzenie dokumentu XML f Creating an XML document

Figure 22 Bilingual e-learning course structure created on the Moodle e-learning platform

For greater clarity, it is recommended to separate all the multilingual titles in the course
by using a delimiter (a slash sign). However, as practice shows, the course structure created in
this way is clear and understandable to all students.

E-learning lessons. The lesson is one of the most complex of resources available on the
e-learning platform. It facilitates the development of the material in the form of text, graphics,
sound, and checking students’ progress using questions. In the case of a large volume of
individual lesson pages, it is recommended creating separate blocks of text for each language
instead of translating individual sentences. Created blocks of text can be separated by using
a horizontal line.

Checking students’ knowledge. The e-learning platform provides a set of tools for
checking students' knowledge. The most frequently used are quizzed and practical
assignments.

Quizzes include a set of questions about the topics covered during the lectures. For each
question there are four answers of which at least one is correct. It is suggested that both
questions and the related answers be available in both Polish and foreign language. Due to the
limitations of the e-learning platform, the content of the questions and answers in different
languages can be separated by using a delimiter (Figure 5). This works well in practice,
allowing the simultaneous observation of questions and answers in multiple languages,
leading to a rapid vocabulary memorising.
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Mosnikiem informacii w dokumencie XML jest / Information media in an XML document can be the following:

525'325 atleast one a. wartosé elementu | the value of an element
T ]

b. struktura elementiw | the element structure
c. deklaracja dokumentu f document dedaration

d. nazwa elementu [ an element name

Figure 23 An example of a bilingual test question and possible answers

Practical assignments usually rely on the execution of instructions, and then submitting
the results (files) on the e-learning platform. In the case of large volume of the text
assignment it is desirable to create it as separate blocks of text for each language.
Additionally, if the assignment contains an extra components (such as files), they should be
created only in English.

3.3 Communication with students

An important part of the teaching process is communication with students. It is
recommended using for this purpose means of electronic communication, such as a forum
where students can post questions to their teacher, share their comments and exchange views
on the topics discussed during the course. To increase the effectiveness of the simultaneous
study of the subject and language, a common forum for both Polish and foreign students
should be created.

It should be ensured that threads of discussion are conducted in the language of the first
post in this thread. This rule encourages students to overcome the language barrier. As
practice shows, the students, after an initial shyness at the beginning of the semester, try to
take part in the discussion, and learn their second language simultaneously.

3.4 Language classes

One of the important support for students in understanding the module topics are
compulsory language classes.

Language class content. It is essential to ensure that the language classes are
conducted in close cooperation with the module topics.

Phrase bank. A support of language classes with created phrase bank based on the
vocabulary module is strongly recommended.

4  Conclusion

The paper presents the results of a survey conducted among multinational students of
Cracow University of Economics, Poland. All of them studied in a language that was not their
native (Polish or English) thus they need to learn content as well as overcome some language
deficiencies. The survey results showed that they found the VLE Moodle easy to use and
helpful in adjusting to learning in a foreign language.

On the basis of the survey results and Authors’ a few years of prior experience in
teaching multinational students the collection of best practices was developed that concerns a
design of Moodle supported modules that enable both content and language learning. The best
practices are formulated taking into account Polish environment but they can also be applied
to other countries. As for lectures, it is recommended making available materials for all
students in both Polish and English (in separate files). Further, workshops can be effectively
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supported by the online bilingual course on the VLE Moodle. Course materials in both
languages for all participating students should be available that will help them to familiarise
themselves quickly with a foreign language and specific professional vocabulary.
Communication between teachers and students is vital in the process of blended-learning and
that is why particular attention should be paid to encourage students to participate in online
discussions conducted mainly via forums. These forums should be also bilingual but it is
suggested to follow by students the basic rule: if the discussion is started in one language that
it should be continued in the same language. Additionally, online course materials should
contain a dictionary with the basic terminology and some recommendation should be made to
language teachers as for the vocabulary that students need to practice.

In future work Authors would like to concentrate on designing video and audio
materials that could support CLIL.
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ABSTRACT:

E-learning is determined by the evolution of virtual learning environments. Opportunities
offered by virtual learning environments depend on the current state of the ICTs development.
The most characteristic symptoms of virtual learning environments transformation are:
focusing on Web 2.0 and social media, data streaming and the dissemination of mobile
devices, tools and applications, that use wireless data communication network. The purpose
of this article is to depict selected trends of virtual learning environments. The focus is on
trends arising from social (collaboration) and communication technology.
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1 Introduction

E-learning is a process of continuous technological and organizational transformation.
Transformations in the teaching and learning formula have had an impact on the progress and
development of e-learning [10][20][28]. In fact, we deal with a new paradigm of education, in
which education gains a modern form and content. Lifelong learning, education available
through the ever-newer solutions for communication and data sharing, networking and global
education, learning through active participation rather than through reading and repetition,
education of knowledge workers — these are just some of the changes in modern education.

E-learning is strongly influenced by the development of information and
communication technologies (ICT), in particular the development of Web 2.0 and mobile
devices and applications [22][26]. Web 2.0 has changed the face of the Internet, allowing for
self-editing of website content by Internet users. Web 2.0 is a change that transformed static
Web resources into dynamic interaction and collaboration among users. Since then, even
those users who do not have high technical expertise are able to write, publish and share
content. As a result of Web 2.0 development new tools have appeared to share knowledge,
acquire knowledge and make knowledge available, such as social networking, blogs, wikis,
folksonomies, mashups, virtual spaces. E-learning based on Web 2.0 is described as the
second generation of e-learning - e learning 2.0 [5][6][15].

Devices and mobile applications are another important determinant of the e-learning
transformation. Miniaturization of hardware, the proliferation of mobile devices and
increasingly easier access to wireless communication networks are becoming trends that seem
to be getting clearer. There are more widely used mobile applications such as, inter alia, GPS,
QR code, mobile payments, as well as applications that were previously only available
on desktops and have been adapted for mobile electronic devices. E-learning applications are
also undergoing such adaptations.
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The development of ICT as well as changes in the organization of education foster the
development of a virtual learning environment (VLE). The purpose of this paper is to present
some directions of virtual learning environment, resulting from the technological
transformations that have been outlined above.

The article is structured as follows. The introduction presents the research methodology.
Then e-learning platforms and virtual learning environment are characterized along with
highlighting differences between them. Here e-learning platforms are indicated as
a component of a VLE. However, a virtual learning environment has been clarified as a broad
term covering many technologies available. Subsequently, some of the technologies which
can create a VLE have been described. The focus is on social and communication
technologies of e-learning. The technologies that have been dealt with here are: social
e-learning, e-portfolio, virtual worlds, webinars and m-learning.

The solutions presented in the paper may be useful for those interested in e-learning,
making decisions related to the implementation of e-learning and implementing e-learning.

2 Methodology

The critical analysis of the literature has been used in the studies. There has also been
applied an analysis of ICTs in terms of their adaptation to the needs of e-learning, in
particular the analysis of mobile and based on Web 2.0 technologies. Additionally, e-learning
platforms and selected Web 2.0 technologies and mobile electronic devices have been
reviewed.

3 E-learning platforms and virtual learning environments

E-learning is typically associated with systems of LMS (Learning Management System)
and LCMS (Learning Content Management System) type [3][4][9][15][16], as well as
e-learning platforms that usually combine the functionality both of these systems. Examples
of popular commercial e-learning platforms are: Blackboard Learning Systeml1, Fronter2,
Oracle iLearning3, Desire2Learn4, Adobe eLearning Suite5. Many platforms are distributed
non-commercially, such as the most popular at Polish universities Moodle platform6 [25],
ATutor7, Claroline8, OLATY, Sakail0, Ilias1l.

1 Blackboard, (http://www.blackboard.com), retrieved: 4 September 2013.

2 Fronter, (http://com.fronter.info), retrieved: 4 September 2013.

3 Oracle iLearning, (http://ilearning.oracle.com), retrieved: 4 September 2013.
4 Desire2Learn, (www.desire2learn.com), retrieved: 4 September 2013.

5 Adobe elearning Suite, (http://www.adobe.com/pl/products/elearningsuite.html), retrieved: 4 September
2013.

6 Moodle, (http://moodle.org), retrieved: 4 September 2013.

7 ATutor, (http.//www.atutor.ca), retrieved: 4 September 2013.

8 Claroline, (http://www.claroline.net), retrieved: 4 September 2013.
9 OLAT, (http://www.olat.org), retrieved: 4 September 2013.

10 Sakai, (http://sakaiproject.org), retrieved: 4 September 2013.

11 llias, (http://www.ilias.de), retrieved: 4 September 2013.
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Learning objects are an essential element of e-learning platforms. A learning object
(LO) is a closed part of the training which performs certain educational tasks [15], or else it is
the "smallest chunk of content that can stand by itself as a meaningful unit of learning" [11].

Platforms allow to store, edit and share learning objects. Fairly common practice is to
place the learning objects prepared with various additional tools and ICT on learning
platforms. Some of them are clearly dedicated to e-learning. It is worth to mention:

e Authoring tools (AT), as Lectora by Triviantis12 and Adobe Flash13. AT are tools
used to create content for e-learning or those that are dedicated to the preparation of
multimedia documents easy to publish on the web. Usually, these are the tools whose
support requires considerable knowledge and skills, and no small amount of work and
time;

e Rapid e-learning tools — they facilitate faster preparation for publication of learning
objects than AT. Rapid e-learning tools are very often used in presentations made with
popular programs such as PowerPoint and optimize them so that they are suitable for
uploading onto the web [5]. Examples of such tools are: Articulate Rapid E-learning
Studio Professional14 or Adobe eLearning Suitel5; and

e Webcasts — movies specially prepared for uploading onto the web.

It should be noted that at present the educational process may require the use of many
additional opportunities that e-learning platforms usually do not offer. Say, the opportunities
offered by, for example, social networking sites, virtual worlds, global, distributed digital
libraries, learning object repositories (LOR) and other resources and sources of knowledge
acquisition. Thus, the functionality of an e-learning platform may not be sufficient from the
point of view of modern educational process. Virtual learning environments rise to these
challenges.

A virtual learning environment, as well as e-learning platforms, should be understood as
a system to support the administration, organization and implementation of e-learning with
the use of tools for creating educational content and online communication. VLE is a software
for delivering learning materials to students via the web. These systems include assessment,
student tracking, collaboration and communication tools. The virtual learning environment
equipped with several features to support actual communication informally, create
communities and support collaboration [6] [16] [21].

Platforms for e-learning and VLE should be clearly distinguished. The virtual learning
environment is a broader concept that goes beyond the e-learning platform. VLE is not just
single package solutions, but any attempt to create a unified environment for learning.
Modern VLE combine multiple technologies and e-learning network locations that can be
used in the educational process. Henceforth, an e-learning platform can be an important, but
not the only part of the VLE. Technologies, which typically are not integrated with the
e-learning platform and can constitute independent VLE or its components are:

e social technologies, such as: social e-learning, e-portfolios, virtual worlds;

12 Triviantis Lectora, (http://lectora.com), retrieved: 4 September 2013.
13 Adobe Flash, (http.//www.adobe.com/pl/products/flash.html), retrieved: 4 September 2013.

14 Articulate Rapid E-learning Studio Professional, (http.//www.articulate.com/products/studio.php), retrieved:
4 September 2013.

15 Adobe elLearning Suite, (http.//www.adobe.com/resources/elearning), retrieved: 4 September 2013.
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e communication technologies, such as: m-learning, webinars;
¢ learning object repository (LOR) — big repositories of learning objects;
e Internet search engines, wikis, and more.

In the following part of the paper focuses on the characteristics of the selected
e-learning technologies. Considerations separated into those related to technology and social
networking for communication technologies. Described successively social e-learning,
e-portfolios, virtual worlds, webinars and m-learning.

4 E-learning towards social and collaborative learning

The weakness of e-learning can be participants failing to feel satisfied associated with
the social need for belonging and the need for cooperation. This feature is not always
mentioned by the authors of the literature. However, it was noted that the interaction and
collaboration with other participants in the community means that people learn more
effectively [24]. The social learning theory, which was created by Albert Bandura, has given
rise to social learning. This theory says that people learn by observing the behavior of other
people, their attitudes and the effects of these behaviors [2]. Popularization of Web 2.0, which
resulted, inter alia, in the development of social media, has made certain aspects of social
networking possible to adapt to the needs of e-learning. Such e-learning, which strongly
emphasizes the social aspects is called social learning or collaborative e-learning.

Virtual communities that are formed in order to acquire knowledge are specific. They
focus on solving problems and thanks to that their members learn. Community members
exchange knowledge possessed by them and this exchange stimulates their mutual
development. Participation in such a virtual community as well as participation in real
communities satisfy the need for a sense of belonging [23]. Jane Hart points that currently
there can be identified dozens of sites, services and communication media that may be used to
achieve social e-learning [14]. Many of these solutions are universal and originally were not
created with the aim of education. The author mentions here, inter alia, social networking, file
sharing platforms or blogs. Apart from those, there are also platforms specifically dedicated to
social e-learning. As examples can be called: Elggl6, SocialTextl7 and Mzingal8 [29].

To the social learning theory also refers a different solution: e-portfolio. A popular
software for creating electronic portfolio environment is Maharal9. E-portfolio is "digitized
collection of artifacts" [18]. In other words, e-portfolio is a way to collect information about
own achievements, through the creation of an electronic curriculum vitae. E-portfolio services
provide a space to describe own ideas, projects and achievements. E-portfolios are important
in motivating students, stimulating their development and getting them accustomed to the
lifelong learning [27]. E-portfolios are already today used to monitor the professional
development of university graduates.

An example of a collaborative learning are virtual worlds. Here, the participation is not
limited to passive learning. The player takes up the role of an artificial character — an avatar
who moves around the artificial reproduction of the real world and interacts with other

16 Elgg, (http://www.elgg.org), retrieved: 21 May 2013.
17 Socialtext, (http.//www.socialtext.com), retrieved: 21 May 2013.
18 Mzinga, (http://www.mzinga.com), retrieved: 21 May 2013.

19 Mahara, (https://mahara.org/), retrieved: 3 March 2013.
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players. The player becomes a part of this world and has a real impact on it. Being in the
virtual world provides an opportunity to simulate the activities, processes and phenomena that
can be encountered in real life. And so it is learning by doing. An example of a virtual world,
which was directly created in view of education is Whyville20, dedicated to children and
adolescents [12]. However, the most popular seems to be a world not made for educational
purposes but adapted to them: Second Life2l. Virtual worlds are, for instance, used in
learning a foreign language, but also in the study of history, culture and other fields. But there
are many problems of an economic, organizational and methodological nature, related to the
implementation of virtual worlds for education. In other words, the results can be spectacular,
but still very difficult to achieve.

5 E-learning anytime and anywhere

In addition to social networking technologies the advances in communication
technology are important for the development of e-learning. Below are characterized two
communication technologies adapted for e-learning.

E-learning limited only to communication in asynchronous mode (shifted in time) is an
acceptable variant and at the same time cheap one. However, it is the abandonment of useful
forms of communication. E-learning realized only as asynchronous does not use the full
potential offered by the Internet network. The vast majority of VLE has learning objects also
running in real time. Here examples include webinars, based on streaming technology,
enabling convenient and rich in possibilities form of communication.

The term webinar is derived from the combination of the words "web" and "seminar”.
In fact, it is a web conferencing or web meeting that are enabled by tools supported by the
VoIP (voice over internet protocol). Participants may be two or more, and the talk is similar to
the one that is offered by the familiar Skype22. Webinars allow for: voice emission, video
broadcast, slide show and presentation, file sharing, desktop sharing computers and other
functionalities. Some VLEs have permanently installed software webinar. Sometimes they are
an extension to the e-learning platform, as in the case of Big Blue Button23 for Moodle.
Virtual seminars can be conducted also by using an external application (not associated with
the e-learning platform).

The latest technology, which is treated in this paper, is mobile learning (or m-learning).
The sales of notebooks and netbooks have been surpassing the desktop sales for several years.
According to the Gartner report, in the second quarter of 2013, the number of smart phones
sold in the world for the first time exceeded the number of mobile phones sold [13]. Mobile
education market in the United States was estimated at 958.7 million dollars in 2010. Its
revenues are projected to double by 2015 [1]. Mobile technologies, therefore, seem to become
more and more important, thus promising for rapid development of m-learning in the near
future. M-learning is dedicated to portable devices such as notebooks and netbooks, cell
phones and smart phones, tablets, palmtops — PDAs, electronic notepads, as well as MP3 and
MP4 players, and many more.

20 Whyville, (http://www.whyville.net), retrieved: 21 May 2012.
21 Second Life, (http://www.secondlife.com), retrieved: 21 May 2012.
22 Skype, (http.//www.skype.com), retrieved: 5 May 2012.

23 Big Blue Button, (http://www.bigbluebutton.org), retrieved: 5 May 2012.
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Mobile learning is not only synchronous training, but also super-synchronous [19].
Education based on portable devices is more flexible and accessible. It is based on the use of
wireless networks, focusing on even more simplified access to the content of training than it
was before. All indications are that the mobile learning is a natural continuation of the
e-learning development. Currently m-learning is used, among other things, to promote
language learning or it is intended to assist in the return to work for the socially excluded.

It should be noted that the implementation of m-learning is typically associated with
many difficulties. Extending the functionality of VLE in such a way that users can access it
well on small mobile devices is sometimes a challenge. Often this involves the adaptation of
ready-made solutions for mobile operating systems (iOS, Android, Windows Mobile and
others) to fit screen resolutions and to navigate through the touch screen. These modifications
are usually feasible, although often quite expensive from the manufacturer’s point of view.

6 Conclusions

The e-learning technologies presented in the paper point to the multitude of changes
occurring and the emergence of new opportunities in the field of e-learning. E-learning seems
to keep up with trends in ICT. Further development may result in the loss of some of the
defects that are attributed to e-learning. It should be noted, however, that the implementation
of some of the proposed technologies is costly, time-consuming and not always guarantees the
desired results. Building modern, efficient and tailored to the needs the virtual learning
environment is always a very complex process. The use of new technologies in the virtual
learning environment is risky, but on the other hand to take this risk can bring tangible
benefits.

This article does not claim to be exhaustive, but merely highlights selected relevant
issues in this matter in the authors’ point of view. In addition to the dissemination of Web 2.0,
the development of social media and mobile technologies there should also be mentioned
cloud computing, teaching algorithms, repositories of knowledge, technologies for
information retrieval, personalization and other issues that also affect the development of
e-learning. They are the purpose of the research and scientific inquiry of the authors and the
subject of subsequent publications.
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